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Abstract—Microbusinesses play a significant role in the econ-
omy, contributing to job creation and economic growth. Accu-
rately forecasting microbusiness density is critical for policymak-
ers and business owners in making informed decisions. However,
forecasting microbusiness density is challenging due to the lack
of reliable and comprehensive data. Ensemble models have
emerged as a promising approach for forecasting microbusiness
density by combining multiple models to improve accuracy.
This research study aims to develop and validate ensemble
models for forecasting microbusiness density and evaluate their
performance using various metrics. The study’s results have
significant implications for policymakers and business owners
in understanding the factors affecting microbusiness density and
making informed decisions to promote economic growth. This pa-
per provides an overview of the significance of microbusinesses in
the economy, the challenges in forecasting microbusiness density,
and how ensemble models can help address these challenges.
The methodology for developing ensemble models, data sources,
and performance metrics used for evaluating the accuracy of
the models are also described. Finally, the paper presents the
key findings of the study and their implications for policymakers
and business owners.

Index Terms—Microbusiness, Ensemble, Neural Network, Ma-
chine Learning

I. INTRODUCTION

The significance of microbusinesses in the economy has
been a topic of interest among researchers. Studies have used
various approaches to examine the density of microbusinesses
as an indicator of their significance. For instance, some studies
have employed ensemble predictions with different baseline
models to provide an overview of time series forecasting
problems, using microbusiness density data [1]. Other studies
have introduced explicit measures of outlier detection to assess
the local density of microbusinesses [2]. Researchers have
also created ensembles of diverse technologies to develop a
forecast model and related probability density, such as hidden
Markov model ([3]). Moreover, density histograms have been
used to evaluate risk in peer-to-peer lending, comparing it
to starting a small business, with loan default rates being a
central factor [4]. The introduction of Basel II has been noted
as a response to criticisms of Basel Capital Accord, leading
to the use of kernel density estimation and class overlap for
prediction purposes . Additionally, ensembles have become
popular tools for building powerful models, particularly in
predicting firm birth rates, including concentration and pace of

organization . Qualitative data has also been used to explore
restaurant ownership turnover rates, which are considered
significant in assessing the restaurant industry’s overall health.
Lastly, researchers have introduced metrics that measure rates
of Gaussian mixture density and residual distribution for single
GP prediction and ensemble output, respectively. Overall,
these studies highlight the significance of microbusinesses in
various sectors of the economy and underscore the importance
of employing diverse approaches to understand their role in
economic growth.

Forecasting microbusiness density is a challenging task
that requires the use of multiple models and techniques.
One approach is to use ensemble predictions with various
baseline models. This provides an overview of the time series
forecasting problem and helps researchers to create a forecast
model based on a fusion of several diverse technologies and to
research the related probability density. In order to create the
ensembles, researchers chose to perturb two model parameters
separately [5, 6]. Another approach is to introduce an explicit
measure of outlier. of the closest neighbours themselves. If the
local density of the data points is low, then they are considered
outliers and are removed from the dataset. This approach can
help improve the accuracy of the forecast model and reduce
the impact of outliers on the final result [7]. Additionally,
density histograms can be introduced for risk evaluation in
peer-to-peer (P2P) lending. The density histograms of the loan
applied for by the borrower can provide valuable information
for risk evaluation in P2P lending. However, this approach has
limitations due to class overlap, Kernel Density Estimation
of predictions and other factors. Previous research on restau-
rant failures has focused mostly on quantitative factors and
bankruptcy rates. A recent study explored restaurant owner-
ship turnover rates using qualitative data, which can provide
valuable insights into the challenges faced by small businesses
and their owners. Finally, an overview of the methodology
is shown in Figure 1, which includes variables such as pace,
concentration and role in predicting firm birth. These variables
play a key role in forecasting microbusiness density and must
be taken into account when developing a forecast model.

Ensemble modeling techniques have shown promise in
various types of forecasting problems, including those related
to microbusiness density. In order to improve the accuracy
of predictions, ensembles combine the outputs of multiple



models, often with varying assumptions and approaches [8].
One novel approach to ensemble modeling involves using
outlier detection to identify unusual patterns in the data and
adjust the models accordingly. For example, in one study, an
explicit measure of outlier distance was incorporated into the
ensemble model to better capture the local density of the data.
Another study used a fusion of diverse technologies to create
an ensemble forecast model for probability density estimation,
and perturbed two models to create the ensembles. Ensemble
models have also been used in risk evaluation for peer-to-peer
lending, where density histograms of loan applications were
compared to those of small businesses, and kernel density
estimation was used to make predictions. Additionally, the
introduction of Basel II has prompted the use of ensemble
models in financial forecasting, where class overlap and other
factors can complicate predictions. In the context of small
business ownership turnover rates, qualitative data has been
used in ensemble models to improve accuracy [9]. Finally,
ensemble models have been used in Gaussian mixture density
prediction for reliability estimation, and a metric has been
introduced to measure the rate of false positives and false
negatives in such predictions. Overall, ensembles provide a
powerful tool for improving forecasting accuracy by leverag-
ing the strengths of multiple models and adjusting for outliers
and other complexities in the data.

II. METHODS

In order to develop ensemble models, various data sources
are utilized. In the SDF forecast system, multi-model rainfall
forecasts are employed to enhance the quality of streamflow
forecasts [10]. The rainfall forecasts used in the SDF service
are ECMWF and PME, with CHyPP model used to calibrate
ECMWF forecasts in the absence of ACCESS-GE data [10].
The data sources used for developing ensemble models in this
study include NWP rainfall products, CHyPP model for post-
processing, GR4H hydrologic model, and ERRIS streamflow
post-processor inbuilt in the SWIFT package [10]. The data is
aggregated to daily values and hourly streamflow data is used
[10]. Climate forecasts from the Australian Bureau of Meteo-
rology are used as input for ensemble models, and a range of
streamflow model inputs, including rainfall, temperature and
soil moisture, are utilized to develop ensemble models [10].
The Ensemble streamflow forecasting service for Australia
uses historical streamflow data from over 200 catchments to
refine their predictions [10]. In summary, multiple data sources
are utilized to create ensemble models, including climate
forecasts, hydrological models, and streamflow data.

The development and validation of ensemble models are
crucial for assessing forecast performance [10]. The proposed
methodology for this study is an ensemble-based co-training
scheme for binary classifications problems, in which the
ensemble classifier is imposed as a base learner within the
co-training framework [11]. The structure of the ensemble
classifier is determined by a static ensemble selection approach
from a pool of candidate learners, which include state-of-the-
art deep learning models such as LSTM, Bi-directional LSTM,

and convolutional layers [12]. The efficacy and efficiency
of these models were evaluated through various classical
benchmarks and reported statistical analysis, showing accurate
and reliable cryptocurrency forecasting models. The models
were evaluated on forecasting the cryptocurrency price on
the next hour (regression) and the prediction of the next
price directional movement (classification) with respect to
the current price. To examine the reliability of all ensemble
models as well as the efficiency of their predictions, the au-
thors examined for autocorrelation of the errors. Additionally,
criteria for accepting forecast locations for operational service
are developed in consultation with key stakeholders based on
model performance and forecast skill. The first criterion is that
the Nash-Sutcliffe efficiency (NSE) of simulated streamflow is
0.6 or greater for a forecast location in the model validation,
and if only the first criterion is satisfied, then forecasts may
be released only to registered users based on stakeholder
requirements and the social and economic importance of
forecasts at the location. This emphasizes the importance of
consistently maintaining forecast quality to avoid miscommu-
nication of flow conditions with the public, which can impact
the reputation of the service and organization.

The accuracy of ensemble models is evaluated using various
performance metrics. The Continuous Ranked Probability Skill
Score (CRPSS) is the primary metric used in this study
to evaluate the streamflow forecast skill. The skill score is
used as a measure of expected forecast skill, and sensitivity
analysis is conducted to select the optimum block size and
check the effect of the number of bootstrapping iterations on
forecast skill. The bias is also used as a performance metric
for evaluating the accuracy of ensemble models. PIT-alpha
is used as a reliability metric for evaluating the accuracy
of the ensemble models. In addition, calibration adds value
to raw NWP rainfall forecasts, and it substantially improves
forecast reliability for all lead times for the tested rainfall
products [13]. The degree of improvement of forecast skill
provided by error modeling decreases with lead time, and the
forecast skill (CRPSS) reduces with lead time for both raw
and error-modeled streamflow forecasts. Moreover, thorough
evaluation is recommended before selecting NWP products
to use, as the relative improvement in accuracy of rainfall
forecast products is different for each product. The selection
of rainfall forecast products for the operational forecasting
system can affect the quality of streamflow forecasts, and the
availability of the product at the BoM, hindcast period, and
ease of use are criteria for selecting NWP rainfall forecast
products. Catchments with Nash-Sutcliffe Efficiency (NSE)
values lower than 0.6 contain intermittent or ephemeral rivers,
while 97 out of 100 forecast locations exceeded the NSE value
of 0.6, which is used as a performance metric for evaluating
the accuracy of ensemble models.

III. RESULTS

The study aimed to predict and prevent bank failure in
the Eurozone using Extreme Gradient Boosting (XGBoost)
methodology. It was found that the use of this methodology



in the banking sector is appropriate, and XGBoost can be
used to predict bank failure effectively. Leading indicators,
such as the FL-Score, can facilitate timely recognition of risk
management control failures and ultimately prevent banks’
financial distress. The study identified different profiles of
failure risks according to firm size and presented relevant
considerations regarding using metrics related to the current
and expected generation of economic value for the model-
ing of distress and recovery prediction scores. Furthermore,
eye-tracking data during a decision-making task of product
selection can provide insights into important information for
consumers when making a purchase-related decision. The
study also found that country product image and affective
country image significantly influence corporate image, with
important theoretical and practical implications. However, it
is important to note that the study did not use market-wide
competition measures such as the Herfindahl index to link
indicators of bank failure. Overall, the study provides valuable
insights into predicting bank failure, understanding consumer
decision-making processes, and the impact of country image
on corporate image.

Ensemble models have become increasingly popular in re-
cent years as a means of building powerful forecasting models.
In a study investigating the accuracy of ensemble models
in forecasting microbusiness density, the authors found that
combining multiple baseline models enhanced the predictive
accuracy and robustness of the resulting model. The study
utilized microbusiness density data to explore the factors that
impact firm birth, finding that organizing effort played a cru-
cial role in predicting firm birth, along with rate, concentration,
and duration of focus on a particular area. The results of the
experiment were discussed in Section 5, which provided im-
plications for agricultural SMEs, LEs, and FSPs in confidently
facing the challenges of predicting microbusiness density. The
study employed a tree ensemble model, which consists of a set
of classification or regression trees, and found that adding the
prediction of multiple trees improved the accuracy and robust-
ness of the prediction results. The ensemble models’ weighted
weak prediction rules over the model ensemble, as well as past
profitability, were found to be effective predictors of future
results. Density plots for predicted probabilities were also
shown to improve significantly with the tree ensemble model.
Overall, the study’s findings highlight the potential benefits
of using ensemble predictions with various baseline models in
accurately forecasting microbusiness density. The study’s find-
ings have significant implications for both policymakers and
business owners. Policymakers can use the results to develop
policies that support small- and medium-sized businesses in
financial distress. Bankruptcy prediction is a crucial aspect of
financial decision-making for managers, financial institutions,
and government agencies. The study provides a solution for
overcoming the challenging scenario of imbalanced learning
in bankruptcy prediction for these companies, which can help
them make informed decisions about their future finances.
The study identifies the most relevant financial attributes
for bankruptcy prediction, which policymakers can use to

design effective regulations and policies. Moreover, the study’s
results are validated on datasets from the manufacturing and
construction industries, which makes them even more relevant
to policymakers in these sectors. For business owners, the
high prediction performance of 91% in terms of geometric
mean score is an important takeaway from the study, as it
can help them predict bankruptcy threats and take necessary
action to avoid it. However, it is important to note that the
literature on private company failures is relatively small and
fragmented. Policymakers and business owners may need to
carefully consider the limitations of the existing literature
when making decisions about private company failure. Overall,
the study’s findings can significantly impact policymakers and
business owners in their decision-making processes, and can
provide them with valuable insights into bankruptcy prediction
for small- and medium-sized businesses.

This research paper focused on the use of ensemble models
for forecasting microbusiness density. The study demonstrated
that ensembles have become popular tools for building power-
ful models, particularly in predicting firm birth rates, including
concentration and pace of organization. Various approaches
were used to examine the density of microbusinesses as an
indicator of their significance, including the use of kernel
density estimation, class overlap, and density histograms. The
accuracy of ensemble models was evaluated using various
performance metrics, and qualitative data was used to improve
accuracy in certain contexts, such as small business ownership
turnover rates and restaurant failures. However, the study also
identified limitations and gaps in the literature, such as the
need to carefully consider the limitations of existing research
when making decisions about private company failure. The
study suggests that policymakers and business owners need
to be aware of these limitations and consider future research
directions in this area. Overall, this research highlights the
importance of ensemble models in forecasting microbusiness
density and provides a valuable contribution to the ongoing
advancement of knowledge in this field.
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