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Abstract. In current heatmap-based object detection, the task of heatmap is to 
predict the position of keypoints and its category. However, since objects of the 
same category share the same channel in the heatmap, it is possible for their key-
points to overlap. When this phenomenon occurs, existing heatmap-based detec-
tors are unable to differentiate between the overlapping keypoints. To address the 
above issue, we have designed a new heatmap-based object detection model, 
called TransCenter. Our model decouples the tasks of predicting the object cate-
gory and keypoint position, and treats object detection as a set prediction task. 
We use a label assignment strategy to divide the predicted sets into positive and 
negative samples for training. The purpose of this is to allow different objects to 
have their own heatmap channel without sharing with other, thereby completely 
eliminating the occurrence of overlapping. To make the model easier to learn, we 
leverage the characteristic that heatmaps can reduce the solution space, proposed 
a novel approach for predicting bounding boxes. We use the encoder-decoder 
structure in transformers, treat the prediction of bounding boxes as an encoding 
task, use the form of a heatmap to represent the position and size. Then, we treat 
category prediction and offset prediction of the bounding box as decoding tasks, 
where the offset prediction is outputted through regression. 

Keywords: Heatmap, Keypoint, Object Detection, Keypoint Overlap. 

1 Introduction 

In current object detection algorithms, there are two types of output formats for predic-
tion. One is to directly output specific coordinates, which is based on regression [1-6]. 
The other is to output a Gaussian heatmap of object keypoints, which is based on 
heatmap [7-9], the output is shown in Figure 1. The second method is actually more 
like a classification task. Initially, the heatmap-based method was often used in the field 
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of human pose estimation [10-11]. Later, as object detection algorithms developed, 
people applied the heatmap-based method to object detection. One of the most intuitive 
advantages of this method is that the model does not require the construction of com-
plex anchors, because each pixel in the heatmap can be approximated as an anchor [12-
14] in a sense. 

 
(a)                    (b)            (c) 

Fig. 1. Representation of bounding boxes in heatmap-based models. (a) Illustrates how a heatmap 
represents the position of an keypoint. (b) Represents the regression of width and height at that 
location. (c) Represents the offset of keypoint. 

Unlike regression-based approaches, directly output the 2D coordinates of an object 
is an extremely nonlinear process [15]. It is also a more challenging form of supervised 
learning, as the network has to independently convert spatial positions into coordinates. 
The heatmap-based method utilizes the explicit rendering of the Gaussian heatmap, al-
lowing the model to learn the output target distribution by learning a simple filtering 
method that filters the input image into the final desired Gaussian heatmap [16]. This 
greatly simplifies the learning difficulty of the model and is very consistent with the 
characteristics of convolutional. Furthermore, the regression-based method has a faster 
training and inference speed and can achieve end-to-end full-differentiation training, 
but they are prone to overfitting and have poor generalization ability. Compared with 
the regression, the heatmap-based method specifies the learned distribution, which is 
more robust for various situations (occlusion, motion blur, truncation, etc.) than it. Ad-
ditionally, the heatmap-based method can explicitly suppress the response at non-key-
points. 

After analyzing the strengths and weaknesses of both output forms, we decided to 
integrate them in our model. Our model employs CNN as the backbone to extract low-
level features, and then utilizes Transformer to capture global dependencies at a higher 
level. We assign the task of predicting bounding boxes to the encoding layer of the 
Transformer. Unlike any other forms of bounding box prediction, we approximate both 
the position and size prediction of bounding boxes as a classification task, using the 
form of Gaussian heatmap for output. This approach significantly reduces the solution 
space and makes it easier for the network to learn. However, relying solely on the pre-
diction of bounding boxes through the encoding layer is not accurate enough, as the 
limitations of the heatmap result in the position coordinates and sizes being quantized, 
leading to a significant error when mapping the predicted bounding boxes to the origi-
nal image. To reduce the prediction error, we not only classify the object categories in 
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the decoding layer, but also use regression to more accurately predict the position and 
size offsets of the bounding boxes, thus achieving more precise localization. 

In current heatmap-based models, the task of the heatmap is not only to predict the 
position of keypoints, but also to predict its category. The heatmap has K channels, 
which is equal to the number of categories in the dataset, each channel is responsible 
for predicting different category. When multiple objects of the same category share one 
channel, the overlap of their keypoints is inevitable, Figure 2 shows the overlap of key-
points. This is why larger heatmap sizes lead to better detection in these models. Larger 
heatmap can preserve more feature information and ensure sufficient distances between 
the keypoints of different objects, enabling the model to distinguish them effectively. 
In our model, we implemented a simple solution to this problem. By decoupling the 
task of predicting keypoint position from its category prediction, we were able to assign 
one heatmap exclusively to each object, ensuring that each keypoint corresponded to a 
unique location on the heatmap, and the constraint of heatmap size on the model is 
alleviated. 

 
Fig. 2. The figure above shows the situation when the geometric center of an object is used as a 
keypoint. As the model gets deeper, the downsampling rate of the image increases, which may 
cause different object keypoints to appear in the same cell.  

As we have decoupled the task of object classification from that of position predic-
tion, in order to establish accurate association between the objects and their bounding 
boxes, we have drawn inspiration from DETR [17]. We consider an image as a set, with 
the objects in the image being the items in this set. Each item is composed of a category 
label and a bounding box. Our model predicts a fixed-size set, with the set size N being 
much larger than the number of objects present in the image. During the training pro-
cess, we match each predicted object with every object in the ground-truth set, gener-
ating a matching cost for each pair of predicted and ground-truth objects. We then use 
these matching costs to assign positive and negative samples, and train the model ac-
cordingly. 

We summarize our contributions as follows: 
 We proposed a novel form of predicting bounding boxes, which is different 

from any previous output forms. We approximate the prediction of the location 
and size of the bounding box as a classification problem, using the response 
values at each position in the heatmap to determine the specific location and 
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size of the bounding box. This approach can narrow down the solution space 
and make the network easier to learn. 

 Unlike other heatmap-based object detectors, we decoupled the category pre-
diction from the keypoint position prediction. This allows each object to have 
its own heatmap, thus eliminating the overlapping keypoints problem that 
arises from multiple objects sharing the same heatmap channel. 

2 Related Work 

2.1 Heatmap in Human Pose Estimation 

The heatmap-based approach has become the mainstream method in this field. This 
approach trains the model to learn a Gaussian probability distribution map by rendering 
each point in the ground-truth as a Gaussian heatmap. The network output consists of 
K heatmaps, corresponding to K keypoints, and the final estimation is obtained by using 
argmax or soft-argmax to locate the point with the highest value. 

2.2 Heatmap in Object Detection 

The most mainstream approach in the object detection field is still obtaining the posi-
tion and size of the bounding box through direct regression. However, many heatmap-
based object detection models have emerged so far. These models can be broadly cate-
gorized into two types. The first type outputs one keypoint of the object through a 
heatmap, such as CenterNet [9], which considers the geometric center of the object as 
the keypoint, and then obtains the precise size of the object through regression. The 
second type predicts multiple different keypoints of the object. Then, through some 
matching method, the keypoints belonging to the same object are associated together 
to determine the specific position and size of the bounding box, thus avoiding direct 
regression of coordinates and size. Representatives of this type of method include Cor-
nerNet [7], which determines the bounding box by predicting the two diagonal points 
of an object, and ExtremeNet [18], which uses five heatmaps to predict the four extreme 
points and central region of an object, etc. However, since heatmaps can only predict a 
rough position, such methods still require regression to obtain position offsets of key-
points for more precise adjustments. 

2.3 Transformer with Heatmap 

The Transformer was originally proposed by Vaswani et al.[19] and was initially ap-
plied to the field of natural language processing. In recent years, the Transformer has 
also gained significant attention in the field of computer vision [20, 21]. Sen Yang et 
al.[22] applied the Transformer to the task of heatmap prediction, and only used the 
encoder. They believed that pure heatmap prediction is simply an encoding task, and 
that the Transformer-based keypoint localization method is consistent with the inter-
pretability of activation maximization [23]. Up to now, there are very few methods that 
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use the Transformer for heatmap prediction tasks, and most of them combine the Trans-
former with regression techniques. Therefore, this novel combination of the Trans-
former with heatmap prediction is a bold attempt for us. 

3 Method 

3.1 Model Structrue 

Usually, heatmap-based models choose to use HourglassNet [24] to produce high-res-
olution feature maps, as this network structure is capable of capturing and integrating 
information at all scales of the image. However, our network uses a lighter backbone, 
ResNet-50 [25], instead. We pass the extracted low-level features to a Transformer to 
obtain a more advanced feature representation. Our Transformer consists of an encoder 
and a decoder. The main task of the encoder is to perform a rough prediction of the 
bounding box, including its position and size. The main task of the decoder is to predict 
the object category and adjust the bounding box, which includes position offsets and 
size offsets. The overall structure of the model is shown in Figure 3. 

 
Fig. 3. Structure of the model. Our model predicts a set of size N, where each item in the set 
consists of a position heatmap, a size heatmap, a category, and offsets to ensure that each object 
has its own individual heatmap.  

The low-level features extracted by the CNN are first compressed in channel dimen-
sion via a convolutional layer with a kernel size of 1, and then sent to the encoder of 
Transformer. In the encoder, since the feature maps output by the backbone is flattened 
into a 1D sequence of pixels, the Transformer can calculate the correlation between 
each pixel and all other pixels of the feature maps. The encoder consists of several 
encoding layers, each composed of multi-head self-attention and a FFN (feedforward 
neural network). A normalization module follows each module. The output of the en-
coding layer is fed into a continuous upsampling operation [26] before being fed into 
the bounding box prediction head, which is composed of convolutional layers. In the 
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first two layers of the prediction head, larger-sized convolutional kernels are used to 
aggregate information from the feature map. Finally, a convolutional kernel with a size 
of 1 is used to obtain the position and size of bounding boxes, which are output as 
Gaussian heatmaps. 

The output of the encoder is also fed into the decoder. The decoder consists of mul-
tiple decoding layers, each composed of multi-head self-attention, cross-attention, and 
FFN. Like the encoding layers, there is also a normalization module following each 
module in the decoder. The output of the decoder is then separately sent to the classifi-
cation head and offset prediction head, both of which are composed of linear layers.  

3.2 Bounding Box in Heatmap Form 

In current mainstream object detection models, the predicted form of bounding boxes 
are usually in the form of numerical values, which is a common approach in regression-
based models. In heatmap-based models, however, only the coordinate of the bounding 
box is output as heatmap, while the size of the bounding box is obtained as specific 
values through regression. In our experiments, we have demonstrated that the size of 
the bounding box can also be obtained in the form of heatmap, as shown in Figure 4. 
We can view the heatmap as a 2D coordinate system with limited width and height, and 
for the position of an object's keypoint (we consider the geometric center of the object 
as the keypoint), we can determine them based on the response value at each coordinate. 
For the size of the object, it is also a 2D data consisting of width and height, which can 
be output in heatmap form as well. The x-value of this coordinate can represent the 
width of the object, while the y-value represents its height. This output format greatly 
reduces the prediction difficulty of the network, and allows for faster convergence of 
the network. 

 
Fig. 4. Represent the bounding box in the form of a heatmap. The darker the color on the heatmap, 
the higher the response value. If the image represents a position heatmap, the horizontal axis 
denotes the x-coordinate of the keypoint, and the vertical axis symbolizes the y-coordinate. Con-
sequently, the keypoint is at the (5, 5) coordinates. Alternatively, if the image represents a size 
heatmap, the horizontal axis signifies the object's width, while the vertical axis represents its 
height, thus, the size can be expressed as (5, 5). 

Predicting bounding boxes using heatmaps can be approximated as a classification 
task. In this case, the coordinates in the heatmap can be considered as “categories”. As 
the decreases of size, during the initial model learning phase, the probability of 
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“guessing” the correct “category” increases. Thus, the size of heatmap determine the 
lower limit of the model. Similarly, due to the heatmap's constraints, coordinates can 
only appear as integers. Thus, when a bounding box is mapped back to its original-sized 
image after downsampling, it inevitably results in quantization errors. A smaller solu-
tion space also imposes limitations on the model's upper limit. To effectively compen-
sate for the generated errors, we predict the offsets of the position and size through a 
regression method following the decoding layer. 

3.3 Offset 

In heatmap-based models, the ground-truth representation of offsets is illustrated as in 
Equation 1. 
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In this formula, x and y represent center coordinates, while w and h denote width 
and height. However, such a representation may not be suitable for our model, as during 
the training process, the offset loss struggles to decrease significantly. After comparing 
the format of labels for offsets in CenterNet [9], we found that, offset regression is 
performed for specific locations. However, using Equation 1 to calculate offsets is not 
effective in representing spatial positions. Therefore, we have chosen to use Equation 
2 to create the labels for offsets. 
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In the formula, wS  and hS  represent the width and height of the heatmap. We mul-
tiply the offset with the coordinates and size, thus incorporating spatial information into 
offset. The reason for using exp is that after quantization, the coordinates and sizes may 
become 0. The division by the size of heatmap is for normalization. 

3.4 Label Assignment 

Due to the fact that the predicted set is far greater than the ground-truth set, we need to 
divide the predicted set into positive and negative samples, with the number of positive 
equaling the number of ground-truth items. We use the Hungarian algorithm to assign 
labels, and the cost matrix will be constructed using classification cost, L1 cost, and 
GIOU cost. When computing the L1 and GIOU costs between predicted results and 
ground-truth, we first map these three components (position heatmap, size heatmap, 
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and offset) to the image space to obtain specific bounding boxes. Subsequently, by uti-
lizing the Hungarian algorithm, we perform a one-to-one pairing match between the 
predicted boxes and ground-truth boxes. The reason for selecting this holistic approach 
for calculation is because if we separately calculate the costs for these three compo-
nents, the weightings of each component are not easy to balance, which could lead to a 
certain part dominates the allocation of samples. 

3.5 Loss Function 

For the calculation of the losses, we did not convert the output into bounding boxes as 
in calculating costs, but instead calculated the losses for each component of the model 
separately. 

For the prediction of categories, we defined the output format of the network as (B, 
N, C+1), where B is the batch size, N is the fixed size of the set, and C is the number 
of categories. We set C+1 categories in total, with the additional one defined as the 
background. In order to avoid the interference of a large number of background classes, 
we set the weight of the background to 0.1. For the calculation of classification loss, 
we chose to use binary cross-entropy function, as shown in Equation 3. 

ˆ ˆ[ log( ) (1 ) log(1 )]1
ˆ ˆ[ log( ) (1 ) log(1 )*0.1]*0.1

N
i i i i i

i i i i i

y y y y if y not background
L=

y y y y otherwisepos neg
+ − −                      −

  + − −                   + 
∑  (3) 

Where pos signifies the quantity of positive samples, and neg signifies the quantity of 
negative samples, pos neg N+ = . 

When calculating the loss of the heatmap, instead of equally penalizing negative 
locations, we reduce the penalty given to negative locations within a radius of the pos-
itive location. This is because even if a negative bounding box is close enough to its 
ground-truth, it can still result in a bounding box that overlaps sufficiently with the 
ground-truth box. In our model, we use Gaussian heatmaps for both the position 
heatmaps and the size heatmaps when labeling ground-truth values. The outputs of 
these two heatmaps are both formatted as (B, N, H, W), where N is a fixed set size and 
H, W are the size of heatmaps. We use Gaussian Focal Loss to calculate the losses, all 
channels are involved in the calculation, as shown in Equation 4. 

 
, ,

1, 1, 1

(1 ) log( ) 11
*0.1 (1 ) ( ) log(1 )

N H W
nyx nyx nyx

n y x nyx nyx nyx

p p              if   g
L

pos neg g p p       otherwise

α

β α
= = =

 − =− = 
+ − −

∑  (4) 

Where H and W are the size of heatmap, α and β  are two hyperparameters, we use 
2α = and 4β = . nyxp is the prediction value in ( , )x y , and the weight of penalty nyxg  

at location ( , )x y is calculated based on the Gaussian radius r, as shown in Equation 5. 

 
2 2

2
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−
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Where ˆ ˆ( , )x y  denote the positive coordinates, and ˆ ˆ ˆ ˆ[ , ], [ , ]x x r x r y y r y r∈ − + ∈ − + ,

ϕ  is an object size-adaptive standard deviation, default 2 1
6

rϕ +
= . 

When calculating the offset loss, we use the SmoothL1 loss. Unlike the calculation 
for heatmaps, we only select positive samples for calculation, because in the offset val-
ues, 0 represents a distance, while in heatmaps, 0 represents "none". These have com-
pletely different properties, and it is meaningless to calculate the offset for a non-exist-
ent bounding box. 

4 Experiment 

Our experiments were carried out on the PASCAL VOC 2007+2012 [28] dataset. On 
the PASCAL VOC dataset, we used 17K labeled images from the entire dataset for 
training and 2K labeled images for validation. Training was conducted using a single 
A100 GPU. Experimental results demonstrate that the model is effective in distinguish 
objects with overlapping centers because each object has its own independent heatmap, 
as shown in Figure 5. 

 
Fig. 5. When the centers of the objects overlap, the heatmap channels of the two objects are 
independent of each other, so it does not hinder the model discrimination. 

We set the input image dimensions to 512 512× and chose ResNet-50 as the 
backbone. After downsampling, the size of feature map fed into the transformer is 
16 16× . The output from the encoding layer undergoes upsampling via transposed 
convolution, resulting in our final heatmap size of 64 64× . We counted the number of 
parameters and Flops of other heatmap-based models, as shown in Table 1. In contrast, 
the number of parameters and Flops of our model are far less than them. We compared 
our model's detection performance with other models, demonstrating that our model 
achieves good detection results while having significantly fewer parameters and 
computation requirements than other models, as shown in Table 2. 
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Table 1. Our model has far fewer parameters and Flops than other heatmap-based models. 

Model Flops Params 
CornerNet [7] 452.96G 201.04M 
CentripetalNet [27] 491.70G 205.76M 
CenterNet [9] 292.70G 191.25M 
TransCenter16 16×  (Our) 25.07G 45.79M 
TransCenter 32 32×  (Our) 28.81G 46.84M 
TransCenter 64 64×  (Our) 43.74G 47.89M 
TransCenter128 128×  (Our) 103.46G 48.94M 

Table 2. AP comparison of our model with other heatmap-based models. 

Model AP0.5:0.95 AP0.5 AP0.75 APS APM APL 

CenterNet 54.4 78.2 59.5 16.7 34.1 63.9 

CornerNet 55.9 72.3 59.3 12.7 35.6 64.7 

CentripetalNet 57.2 77.0 61.0 26.1 37.5 65.6 

TransCenter (Our) 53.7 77.6 58.7 17.4 32.3 64.9 

 
We find that these models use HourglassNet to extract the underlying features. The 

advantage of HourglassNet is that it can output a high-resolution feature map, capture 
and integrate the information of all scales of the image, but the cost is that it needs to 
pay a huge amount of calculations and parameters, as shown in Table 3. In addition, 
these models also use keypoint pooling to improve the detection effect, which also re-
quires a lot of computing resources. In contrast, our model is much more lightweight.  

Table 3. Parameters and Flops of each module. 

Model Flops Params 

HourglassNet [24] 234.522G 187.7M 

ResNet-50 [25] 20.366G 23.508M 

CornerPooling [7] 25.3G 1.542M 

CenterPooling [27] 39.812G 2.427M 
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4.1 Lower Limit of Model 

 
Fig. 6. It can be seen from the curve that mAP0.5 of our model is much higher than other models 
in the early training period. 

In the experiment, we adjusted the size of the heatmap to16 16× , 32 32×  , 64 64×  and
128 128× . After many comparative experiments, we find that the lower limit of our 
model is much higher than other models. Our model has reached 44.9 (16 16× ), 42.3 
( 32 32× ), 40.5 ( 64 64× ) and 38.2 (128 128× ) mAP0.5 in the initial rounds of training, 
as shown in Figure 6. Two points can be seen from this set of data, first, the lower limit 
of the model is inversely proportional to the size of the heatmap. Secondly, our model 
only needs less time cost to achieve a relatively satisfactory detection effect. At present, 
the evaluation indicators of the model are all aimed at the upper detection limit of the 
model, but we believe that a higher lower limit of the model can make more trade-offs 
between time cost, equipment cost and detection effect. 

4.2 Upper Limit of Model 

Table 4 shows the detection effect of the model with different scales of heatmaps. We 
find that the size of the heatmap is not necessarily proportional to the upper limit of the 
model. Because the size affects the model in many ways. As the heatmap size decrease, 
the position and size prediction become easier. However, this does not necessarily 
translate to better model performance. Smaller size makes position and size predictions 
easier, but also rough. Consequently, the role of offset becomes much more apparent. 
Suppose the input image size is 512 512× , and the output heatmaps are 16 16× . In this 
case, a 0.5 offset maps to 0.5 /16 512 16× = pixels in the original image. As the size 
increase, the position and size prediction become more difficult. Conversely, the impact 
of offset on the prediction results will diminish. 
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Table 4. We conducted several comparative experiments and proved that the heatmap size of 
64 64×  has the best detection results. Moreover, the Flops and the number of parameters at 

this size are only 15% and 25% of CenterNet's respectively. Compared to CentripetalNet, Flops 
has only 8.9% of it and 23.3% of its parameters. 

Model AP0.5:0.95 AP0.5 AP0.75 

TransCenter(16 16× ) 50.5 73.5 56.3 

TransCenter( 32 32× ) 52.4 75.1 57.7 

TransCenter( 64 64× ) 53.7 77.6 58.7 

TransCenter(128 128× ) 52.8 75.8 59.1 

 
In addition to this, the heatmap's learning capabilities for position and size differ. 

Regarding position learning, an object's feature information generally gathers at its lo-
cation, making convolution operations well-suited since their role is to aggregate local 
information. In contrast, learning size is relatively more challenging since there is no 
inherent relationship between the size and position. It is difficult to aggregate complete 
feature information through convolutional local operations and convert it into size, as 
shown in Figure 7. Furthermore, the feature map size has varying effects on the detec-
tion performance of objects of different sizes. Larger feature maps help capture smaller 
objects, while smaller feature maps are more accommodating for larger objects. There-
fore, for our model, a larger heatmap size is not always better, nor is a smaller size.  

 
Fig. 7. The position loss decreases faster than the size loss, which fully demonstrates that the 
model's ability to learn size and position is not the same. 

Conclusion 

We proposed a novel method to predict the position and size of the bounding box in the 
form of heatmap, so as to greatly reduce the solution space, which is more conducive 
to the learning of the model, and also improves the prediction lower limit of the model. 
We decouple the position prediction task from the category prediction task, thus thor-
oughly solving the problem of keypoint overlap in heatmap-based models. Although 
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the current experimental results are not enough to reach the level of SOTA, but com-
pared with other heatmap-based models, we have fewer parameters and less computa-
tion, and this cost is completely acceptable. We will continue this research direction 
and continue to optimize our model to achieve better detection results. 
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