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ABSTRACT 

The photograph is a 2D representation of intensity values in columns and rows that is stored in a 

digital computer. Defining the physical size of article in actual world units (e.g., mm, cm) is a 

challenging task. Some images have a real-world unit scale that helps the individuals to assess the size 

of the objects present in the image. This scale is introduced at the acquisition time of the picture by 

the metal ware infrastructure. Inopportunely, the scale is not present in a lot of visual descriptions 

(images), and it poses a problem to define the genuine size of the objects captured in an illustration. 

Thus, determination of size of objects in an image became the main goal of this research proposal. 

The reason that this segment of study is yet to be explored to its fullest was the incentive behind 

the work. In this research endeavour, our proposition is to find image scale (size in real world unit per 

pixel) using the common size of the objects existing in the visual description. These regular objects 

could be people, cars, bikes, signposts etc., depending upon the location, traffic and time when the 

image was taken. The dataset which is used for the investigation is attained from KITTI and the RGB-

D images of the dataset have been taken into account. It is then wielded in derivation of the 

mathematical function to co-relate depth of the concerned entity with object in real world unit per 

pixel. In this way, the desired outcome is achieved.  

3.1 INTRODUCTION 

An image comprises rows and columns and is stored in a digital computer in a digitized arrangement. 

The picture elements are an important aspect of a photograph as it opens the path for numerous 

dimensions of research. The pixels help in understanding the image and also provide a way to 

interpret it. By the means of existing tools and image refining techniques, an image can be enhanced, 

filtered, cropped, stretched, sharpened etc., and be studied in various forms. 

 An image is attained by a camcorder in the proximity of sunlight or any varied source of illumination, 

followed by pre-processing techniques which varies relaying upon the individual or the problem 
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account. The illustration is of miscellaneous kinds. The types of images that this account has closely 

dealt with are monocular and stereo images.  

                             

Fig 3.1: Image  

 

Figure 3.2: Image Representation 

Monocular image incorporates a single image whereas stereo images deal with two images. The 

contradiction between these 2 is that the monocular vision ascertains articles which are categorized 

like cars, pedestrians whereas stereo vision detects even those objects which are yet to be categorized. 

It takes every object which appears in the field of vision into consideration, unlike mono-vision. 

When mono-vision is considered, it heavily relies on what it has been skilled or experienced on. 

These entities are grouped into the predefined classes which it was trained on. Whenever a new object 

pops in its field of vision, it simply ignores it.  

This approach leads to many mistakes, some of which have been fatal. A common example of this 

mistake is the cars manufactured with mono-vision system. On the other hand, stereo vision 

overcomes this shortcoming very easily. It uses the inherent 3D capabilities and views all the entities 

that are in the field of vision. It has a broad field of sight as well and takes appropriate measures and 

avoids casualty. Therefore, stereo images are commonly used and commercially preferred as well. 

The table given below elaborates the points more clearly.  

 



TABLE 3.1: Mono Camera System vs. Stereo Camera System.[18] 

 

The next important aspect is the size of the objects. It determines the real world characteristics of the 

entities and in turn assists the individuals to understand the image well. The height of the article, 

expanse from the camcorder and size in physical world unit all helps in understanding the image.  

The size assessment aspect has been majorly used in [3, 16, 17, 29, 31, 35] which is of utmost 

importance for this work. It has helped in understanding the appropriate time for harvest of fruits and 

vegetables [3, 16], for precise calorie intake [17, 29], for dietary estimation [31] and food serving size 

assessment [35]. It is being widely used in various categories and has ever since proven helpful. 

The novelty of the work is determination of scale of an image. Size estimation is still not widely 

explored and through this work it will be highlighted and experimentally scrutinized for achieving the 

motive of the work. Therefore, determining size estimation of articles in an image will surely help in 

producing the scale in relation to the physical world which will assist in understanding ambiguous 

descriptions with more confidence.  

3.2 LITERATURE REVIEW 

According to Zhao et al. [1] Depth information is predominant for autonomous systems in order to 

perceive the atmosphere and to proximate the phase. Conventional depth assessment methods are 

based on feature correspondence from several perspectives. Meanwhile, depth maps predicted by 

Comparison Parameter Mono Camera System Stereo Camera System 

Number of image sensors, lenses 

and assembly 
1 2 

Physical size of the system Small (6” x 4” x 1”) 
Two small assemblies separated by 

~25-30cm distance 

Frame Rate 30 to 60 frame/second 30 frames/second 

Image Processing Requirements Medium High 

Reliability of detecting obstacles 

and emergency braking decisions 
Medium High 

System is Reliable for 

Object detection (lanes, 

pedestrians, traffic 

signs) 

Object detection “AND” calculate 

distance to object 

System Cost 1X 1.5X 

Software and Algorithm 

Complexity 
High Medium 



research are rare thus inferring depth information from an image (i.e. estimating monocular depth) a 

serious problem. The deep learning-assisted monocular depth estimation has been extensively studied. 

In terms of precision, it has already performed very promisingly. In the meantime, the dense depth 

maps from individual images are estimated by deep neural network in a format that various forms of 

network frames, loss functions and strategies are then proposed to increase the accuracy of the depth 

estimation. Therefore, during this review, the researchers examined these deep learning-assisted 

monocular depth estimation methods.  

According to Fernandes et al. [2] The research paper provides an accurate process for computing the 

scale of the boxes directly from perspective projection images acquired by conventional cameras. The 

approach is dependent on projective geometry and calculates the dimensions of the box by using the 

data. The facts, figures and data is extracted from the silhouette of the box with the prediction of two 

parallel laser beams on one of the faces of the box. To identify the silhouette of the object, a statistical 

model is developed for homogeneous background colour removal that works with a moving camera. 

A voting scheme for the Hough transform is incorporated in the archetype that ascertains the collinear 

pixels' groups. The efficiency of the proposed approach is reflected when the dimensions of real boxes 

are calculated using a scanner prototype that implements the algorithms and the approaches described 

within the paper.  

According to Wang et al.[3] In-field mango fruit sizing is beneficial for estimating the fruit 

maturation and size distribution, as it suggests harvesting, produce resourcing (e.g., tray insert sizes), 

and marketing. In-field, machine vision imaging is used for fruit count, and now it is being used for 

the analysis of fruit sizes from images. The low-cost examples of 3 technologies for estimating the 

distance of a camera to fruit is assessed. The RGB-D camera is used due to cost and performance 

sanctioned, but it operated poorly under direct sunlight. For detection of fruits, a cascade detection 

with the histogram of oriented gradients (HOG) feature is used, then Otsu's method, followed by 

colour thresholding application to get rid of the background objects. Finally, fruit lineal dimensions 

are premeditated using the RGB-D depth statistics, fruit image extent and the thin lens formulation. 

The authors believe that this work signifies the leading practical execution of machine vision fruit 

sizing infield, with realism evaluated in terms of capital and ease of operation. 

According to Standley et al.[4] A successful robotic influence of real-world entities necessitates 

thoughtful adaptability of the physical properties of these objects. The authors have proposed a model 

which estimates, pass, from the image of an object. They have compared a variety of baseline replicas 

for an image-to-mass problem then they were trained on this dataset. The authors have also 

characterized the performance of a human on this problem. Finally, a model is presented which 

interprets the 3D shape of the object.  



According to Zhu et al.[6] In this work, the advantages of two common computer vision tasks: 

semantic segmentation and self-supervised depth estimation from images is studied. The authors 

proposed a technique to measure the regularity of border explicitly between depth and segmentation 

and diminish it greedily by iteratively administering the network towards a sectional optimal solution. 

Through expansive examinations, this suggested approach advanced to the state of the art on 

unsupervised monocular depth estimation on the KITTI dataset.  

According to Liu et al.[7] In this paper, the matter of depth approximation from solitary monocular 

images is addressed. Estimating depth in monocular images is challenging as compared to estimating 

depth using numerous images. Earlier work focuses on making the most use of additional sources of 

data. The authors have put forward a deep architecture learning strategy that acquires the pairwise and 

unary potentials of continuous Conditional Random Field in a amalgamated deep CNN framework. 

Then further the proposal of an equally effective model based on fully convolutional networks and a 

novel super pixel pooling method is made. This method is used for estimating basic scenes with no 

geometric priors or any extra information injected.  

According to Ma et al.[9] The authors have considered the prediction of dense depth from a sparse set 

of dimensions of depth and an RGB image. Since the estimation of depth from monocular visual 

descriptions is intrinsically ambiguous and unreliable, to achieve a better level of robustness and 

accuracy, additional sparse depth samples were introduced, which are obtained by visual 

Simultaneous Localization and Mapping (SLAM) algorithms. The experiments conducted by the team 

highlights that in comparison to the usage of RGB images, the addition of 100 spatially random depth 

samples reduces the prediction of root-mean-square error (RMSE) by 50% on the NYU-Depth-v2 

indoor dataset. It boosts the section of reliable prediction from 59% to 92% on the KITTI dataset.  

According to Li et al. [13], Self-supervised depth estimation has shown significant possibilities in 

hypothesizing 3D structures using entirely un-annotated images. However, the performance 

significantly decreases when the trained on images with varying brightness /moving objects. In this 

paper, the academicians have accredited this matter by intensifying the strength of the self-supervised 

criterion using a set of image-based/geometry-based constraints. Firstly, a gradient-based robust 

photometric loss framework is proposed. Secondly, the irregular regions are cleared by leveraging the 

inter-loss consistency and the loss gradient consistency. Thirdly the motion estimation was repressed 

to generate across-frame consistent motions via proposing a triplet-based cycle consistency constraint. 

Expansive examinations directed on KITTI, Cityscape and Make3D datasets indicated the supremacy 

of this method.  

According to Eigen et al.[15], Calculating depth is an indispensable constituent in realizing the 3D 

geometry depicted in a certain scene. Furthermore, the chore is characteristically abstruse, with a great 

source of indecision from the inclusive scale. In this paper, the journalists have conferred a novel 



technique that discusses this assignment by retaining two deep network stacks: making an abrasive 

universal estimation established on the grounds of entire image and additional that enhances this 

prediction locally.  

According to Ponce et al.[16], Fruit grading is a necessary post-harvest chore in the olive industry. 

The combination is based on size, assists and mass in the processing of high-quality table olives. The 

study presents a technique fixated on assisting olive grading by computer vision techniques and 

feature modelling. The sum total of 3600 olive fruits from nine variations was captured, stochastically 

distributing the individuals on the scene, using an improvised imaging chamber. Then, an image 

analysis algorithm was invented to divide olives and extract descriptive characteristics to evaluate 

their minor and major axes; and their mass. Determining the accurate performance for the individual 

division of the olive fruits, the algorithm was proven through 117 captures containing 11606 fruits, 

producing only six fruit-segmentation mistakes.  

According to Ege et al.[17], Analysis of the estimation of images of food for precise food calorie 

estimation comprises three prevailing techniques with two new methods: (1) CalorieCam — It 

evaluates real food size on the foundation of a reference object, (2) Region Segmentation — It 

employs food calorie estimation, (3) AR DeepCalorieCamV2 — It is about visual-

inertial odometry built-in the iOS ARKit library, (4) DepthCalorieCam — It is based on camera 

(stereo) such as iPhone X/XS, and (5) RiceCalorieCam — It utilizes rice grains as reference articles. 

The last two approaches attained 10% or less estimation error, which is good for estimating food 

calorie.  

3.2 METHODOLOGY 

The proposed methodology adopted is described in Figure 3.1: 

 

Figure 3.3: Proposed Methodology 

3.2.1 Dataset 

The dataset has been attained by Karlsruhe Institute of Technology. They have used autonomous 

driving platform known as Annieway for the development of unique and inspiring real-world 

computer vision benchmarks. Annieway is equipped with two high-resolution colour and grayscale 

video cameras on its hood. The accurate and precise ground truth is supplied by a Velodyne laser 



scanner and a GPS localization system. All the datasets are captured by driving around the mid-size 

city of Karlsruhe, Germany. 

 

Figure 3.4: Autonomous Driving Platform for KITTI 

The info set used for this work is Data Scene Flow 2015 / Stereo 2015 which has been downloaded 

from KITTI Dataset and consists of 200 training scenes and 200 test scenes (4 colour images per 

scene, saved in loss less PNG format). The estimation server calculates the proportion of bad pixels 

intermediated over all ground truth pixels of all 200 test images. In the dataset, the images contain up-

to 15 cars and 30 pedestrians. 

Sample imageries from the dataset are as follows: 

 

Figure 3.5(i): Sample Image 1 

 

Figure 3.5(ii): Sample Image 2 



 

Figure 3.5(iii): Sample Image 3 

3.2.2 Algorithm 

1. Creation of table of natural objects in the image. 

2. Detecting natural objects in an image. 

3. Once the objects are detected the table is prepared. 

4. The subsequent stage is to calculate HPP which is height per pixel. Its unit is cm/pix. This can 

be calculated by applying =  
𝑹𝒆𝒂𝒍 𝑯𝒆𝒊𝒈𝒉𝒕

𝑵𝒐. 𝒐𝒇 𝑷𝒊𝒙𝒆𝒍𝒔
 . 

5. k is calculated by applying the formula 𝒌 =
𝑯𝑷𝑷

𝒅𝒆𝒑𝒕𝒉
 . 

6. Then 𝑹𝒆𝒂𝒍 𝑯𝒆𝒊𝒈𝒉𝒕 = 𝒌 ∗ 𝑫𝒆𝒑𝒕𝒉 ∗ 𝑷𝒊𝒙𝒆𝒍 𝑯𝒆𝒊𝒈𝒉𝒕 is calculated which is Predicted Height. 

3.2.3 Steps 

1. Preparing the list of natural objects: The images were perused and the natural objects were 

noted. After that, the standard height of these objects was appropriated from reliable web 

sources like websites of construction companies, Wikipedia, car manufacturing websites 

[20][23][24][25]. For trees the average height was taken from research paper [21]. Then the 

list was processed along with the mean height of the objects. 

 

TABLE 3.2 List of Natural Objects 

Sr No. Natural Objects Mean Height (cm) 

01 Train 402 

02 Car 170 

03 Person 172 

04 Traffic Signal 210 

05 Truck 280 

06 Wheel 83 

The mean height is taken in cm.  



2. Detecting natural objects in an image: Amazon Rekognition tool is brought in usage to 

detect objects in the KITTI images. It is provided by AWS.  

 

Figure 3.6: Object detection working on Image from dataset 

From figure 3.6, it is evident that it is detecting articles predominant in KITTI dataset image. The 

bounding box appears on some items for determining the image scale.  

3. Finding height of the object in image (in pix): This step is carried out by the help of bounding box. 

When AWS recognition is used, the responses includes numerical data pertaining to width, height, left 

and top[22, 32].   

 

Figure 3.7: Snapshot of the AWS Developers Guide explaining Bounding Box calculations [22] 



It is to procure the needed information. The bounding box returns the quantity of image elements to 

express an object. Only height will be considered for further calculations as it indicates the ratio of 

overall image height which is the requirement of this stage.  

 

Figure 3.8:  The response after Image (in Figure 3.5 (i)) was uploaded in Amazon Rekognition Object 

Detection 

4. The real height of the object will remain same irrespective of its position in the iilustration which is 

understandable. The formula which is applicable in this step is as follows: 

• 𝑯𝑷𝑷 =  
𝑹𝒆𝒂𝒍 𝑯𝒆𝒊𝒈𝒉𝒕

𝑵𝒐. 𝒐𝒇 𝑷𝒊𝒙𝒆𝒍𝒔
 ; - Equation 1, Real Height is taken from the table created in Step 1. 

• 𝑯𝑷𝑷 ∝  
𝟏

𝑵𝒐. 𝒐𝒇 𝑷𝒊𝒙𝒆𝒍𝒔
 ; This indicates that if HPP (height per pixel) is increased then no. of 

pixels will decrease and vice versa.  

 

Figure 3.9: Understanding the real height of the object  

Irrespective of the location of the article in the photograph, its real height or natural height remains 

same. The only modification is the pixel representation of the interested object. In the above figure 



3.7, it’s unmistakably noticeable that the closer the object is to the camera more number of pixels will 

be used to represent it, hence the Height Per Pixel will decrease and vice versa. 

5. Relation between k, HPP and depth: Through step 4 and from Equation 1, we can say that, 

• 𝑯𝑷𝑷 ∝ 𝒅𝒆𝒑𝒕𝒉 - Equation 2 

• 𝑯𝑷𝑷 = 𝒌 ∗ 𝒅𝒆𝒑𝒕𝒉 ; k is a constant which is to be calculated. 

• 𝒌 =
𝑯𝑷𝑷

𝒅𝒆𝒑𝒕𝒉
    - Equation 3 

 

Figure 3.10: Pictorial representation of how depth is related to no. of pixels to 

represent an object in the image 

According to Equation 2, Height per pixel will increase with increase in depth and will decrease with 

decrement in depth. This is done to evaluate k which is an important component of this whole 

research [37]. k remains constant throughout the image and is different for different images. Also, 

through availability of k, the calculation of the scale of unknown substances in the image has become 

easy. 

6. Calculation of Real Height for Unknown Objects: The last step uses all the acquired details from 

above steps and substitutes them in Equation 4 to get the results.  

𝑹𝒆𝒂𝒍 𝑯𝒆𝒊𝒈𝒉𝒕 = 𝒌 ∗ 𝑫𝒆𝒑𝒕𝒉 ∗ 𝑷𝒊𝒙𝒆𝒍 𝑯𝒆𝒊𝒈𝒉𝒕 - Equation 4 

In this equation, k attained for the entire image will be substituted along with the depth of the entity 

(step 5) and pixel height (step 3). This provides us with the desired outcome. 

3.3 IMPLEMENTATION 

Step 1: 

First step to implement the methodology (ref.  Figure 3.3) is to create a table (ref. Table 3.2) for 

natural objects with their mean height.  This is thoroughly explored and the dataset being used is 



from Karlsruhe, Germany. Therefore, the estimations and calculations have been done keeping this 

in the forefront of the research.  

Step 2: 

After the list was prepared, the next task was to identify the articles in the images. This was done 

with the assistance of Amazon Rekognition.  

 

Figure 3.11: Amazon Rekognition recognising the objects in the KITTI dataset image 

Step 3: 

After the objects are detected the table is prepared using Microsoft Excel as follows: 

 

Figure 3.12: Table depicting the values garnered from Amazon Rekognition Software 



The column “Natural Objects” and “Height Ratio” has been generated by the results from Amazon’s 

software. The “Dimension Of Image” is already known to us. The column with heading “Height Ratio 

x 375 (pix) pix value” is indicative of step 3. Here, the values are in pixel units: pix and define the 

extent of pixels that define an object restrained by bounding box.  

Step 4: 

The subsequent stage is to calculate HPP which is height per pixel. Its unit is cm/pix. This can be 

calculated by applying Equation 1. Once it’s done the resultant column is achieved as follows: 

 

Figure 3.13: HPP column 

Step 5: 

Upon estimating HPP, we calculate k. This is done with the help of Equation 3. The depth is already 

given and the required details are substituted in the formulae. This effect in generation of column k 

which is showed in figure 3.14 below: 

 

Figure 3.14: Depth and constant k 



Step 6: 

Then Equation 4 is used and the column “Predicted Real Height” is generated. These values are then 

paralleled with the natural heights of real world objects which provide insight as to how much the 

predicted height is varying from real height.  

 

Figure 3.15: Natural Height vs. Predicted Real Height 

3.4 RESULTS AND CONCLUSION 

The attached screenshot below describes the requirements for calculation. 

 

Figure 3.16: Necessary columns for Calculation 

According to preceding steps k was calculated and its mean was taken. Now, for every image there is 

a constant k. This k when substituted in the formulae gives the desired outcome which is the Predicted 

Size.  All articles in the photograph are at a certain depth from the camera’s focal point so there’s a 

requirement of taking mean depth which is illustrated in the figure below. The mean depth will aid in 

estimating the height of the unknown objects in the image.   



 

Figure 3.17: Mean Distance of Images 

Lastly, Mean Squared Error of the images is calculated. The formula for MSE is as follows: 

𝑴𝑺𝑬 =
𝟏

𝒏
∑(𝒚 − 𝒚′)²

𝒏

𝒊=𝟏

 

Where, MSE is Mean Squared Error, n = number of data points, y = Observed values and y′ = 

Predicted values. This results in the values as mentioned in Figure 3.18: 

Image K Mean Depth Mean Squared Error 

000003_10 0.026966 363.5 0 

000003_11 0.005826 476.2857143 0 

Figure 3.18: Mean Squared Error of the Images 

The data so far calculated helps in estimating the size of the unknown objects in the image. Further, 

calculation of MSE is carried out and it is depicted below. The predicted height is subtracted from the 

actual height.  

 

Figure 3.19: Calculation of MSE for all objects in images 

It is understandable that MSE governs the correctness and accuracy of the model, system. It is a loss 

of calculates the amount of error. It is said that MSE and accuracy are inversely related to one another 

as MSE’s ideal value 0 corresponds to utmost accuracy. According to Wikipedia [27], “The MSE is a 

measure of the quality of an estimator. As it is derived from the square of Euclidean distance is 



constantly a positive value with the error decreasing as the miscalculation approaches zero.” That can 

be seen from the image. Since MSE is 0, the algorithm works perfectly well with the dataset. 

Therefore, it can be said that the methodology and the algorithm are working with full efficiency and 

desired outcome is achieved. This study has been very beneficial as the visual descriptions without 

scale are now interpreted with ease which is helpful in understanding them, whatever may be the 

purpose. This is going to aid future researchers and their analysis in comprehending the true essence 

of varied photographs for experimentation. It is further going to open new horizons into undiscovered 

or less explored terrain of research.  

3.5 FUTURE SCOPE 

Size estimation of material world objects through images is a progressive research community and 

within a span of few years it is anticipated to experience extensive scrutiny. It is indicative of a 

breakthrough in a multitudinous of fields ranging from computer vision, image processing, artificial 

intelligence, military science, medical research, criminology, food technology, space research, 

oceanography, volcanology and many more. It has introduced a way for novel and generative ideas 

which results in progressive research. The scheme of ideas pertaining to future research entails 

carrying out the research on larger dataset and on a variety of images unlike the executed one. 

Considering the effort in this field has just begun there exists a colossal scope and potential in it. It 

will be truly expansive and skyrocketing years from now.  
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