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Abstract—We investigate the combined temperature and mag-
netic field dependent behavior of high NV-density microdiamonds
in an all-optical frequency-domain based setup, utilizing the
change in fluorescence lifetime. We use these frequency-domain
data to train neural networks for the prediction of temperatures
and magnetic fields. At zero magnetic field, we show the ability
to predict temperatures in the range of 0 ◦C to 100 ◦C, with a
standard deviation of 1.24 ◦C. Furthermore, we show the ability
to predict applied magnetic fields, while varying the ambient
temperature. We achieve a higher accuracy, compared to the
approach of observing of the fluorescence intensity at a single
excitation frequency.

Index Terms—NV center, fluorescence lifetime, all-optical,
magnetometry, temperature

I. ALL-OPTICAL MAGNETIC FIELD SENSING WITH NV
CENTERS

Magnetic field sensing, using negatively charged nitrogen-
vacancy (NV) centers has been the focus of many research
groups, demonstrating high magnetic sensitivities [1], [2],
and high spatial resolutions [3], [4], while operating at room
temperature. These setups are commonly based on the manip-
ulation of NV spin states, using resonant microwave (MW)
excitation. All MW based systems, however, come with added
complexity, originating in the necessary galvanic connection
for MW delivery to the sensing volume, and the interaction
of MW with the environment [5]. MW-free setups, on the
other hand, can overcome these limitations. They may utilize
narrow-band features, like the ground-state level anticrossing
[6]–[8]. This allows for highly sensitive setups, requiring sta-
ble and precisely aligned bias fields, though. Alternatively, all-
optical setups may use the fluorescence manipulation through
spin mixing for magnetic fields up to ≈ 50mT [9], [10],
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enabling a high magnetic bandwidth, without the need for bias
fields. This reduced complexity is a step towards industrial
application. An all-optical system can be based on a diamond-
tipped optical fiber, allowing the simultaneous excitation of
NV centers and collection of fluorescence [10]–[13]. Such a
non-magnetic and non-conductive probe realizes high insula-
tion resistances.

A new approach to all-optical sensing is based on the excited
state lifetime of NV centers [14], [15]. When the excitation
light is intensity modulated and the modulation frequency is
swept in a sufficiently high range, the decay dynamics of the
fluorescence show a low-pass behavior. With increasing modu-
lation frequency, the fluorescence intensity then decreases and
the phase between excitation and fluorescence shows a shift
from 0° to 90° [16]. The excited state lifetime components
respond to magnetic fields, leading to a change in the asso-
ciated frequency response [3], [14], [17]. This response may
be used to identify suitable excitation frequencies for lock-
in amplifier setups, which use a single excitation frequency
and monitor either the fluorescence magnitude or phase as a
measurement quantity. Alternatively, we can use the complete
frequency response to gain more insight into the system’s
state. For example, we have shown the ability to resolve an
ambiguity at a single excitation frequency for low magnetic
fields [15].

II. TEMPERATURE DEPENDENCE IN NV-BASED
MAGNETOMETRY

Temperature sensing with NV-centers is a topic of active
research. It is commonly based on the detection of the shift
of the zero-field splitting in optically detected magnetic reso-
nance experiments [18]–[23]. These implementations achieve
high spatial resolutions, but again come with the limitations
of MW delivery.

All-optical approaches for NV-based thermometry are also
feasible and usually based on the change of the spectral shape
[24], [25]. They rely on the observation of zero-phonon line



(ZPL) shift or intensity change. Also, the ratio of the ZPL
to the entire spectrum (i.e. Debye–Waller factor) has been
used [26]. This ratiometric approach is a robust solution for
temperature measurements because the overall fluorescence
intensity can be affected by many environmental factors.

A rise in temperature is accompanied by an overall re-
duction of the fluorescence intensity [22], [27] and in time-
resolved fluorescence spectroscopy a reduction of the fluores-
cence lifetime with rising temperature has been shown [27],
[28]. In an experiment, which only observes the intensity or
phase at a fixed excitation frequency, this behavior leads to a
temperature-dependent measurement quantity. In contrast, we
explore the use of the complete frequency response data for a
temperature-insensitive measurement of magnetic fields.

III. MATERIALS AND METHODS

A. Frequency Domain Measurements

Fig. 1. Schematic of the optical and electrical setup for frequency domain
measurements. The fiber tip with NV-rich diamond powder is placed in an
electromagnet, which is monitored by a Hall effect sensor and a PT100
temperature probe.

In this work, we investigate a sample of NV-rich diamond
powder in a frequency domain fluorescence lifetime measure-
ment at varying temperatures and magnetic fields.

In Figure 1, we show the optical and electrical setup
for frequency domain measurements. A varying frequency
stimulus from port one of a vector network analyzer (VNA)
is passed to a comparator, controlling a laser driver switch
(iC-Haus GmbH iC-HKB). The collimated green laser diode
(ams-OSRAM PLT5 520B) emits excitation light at a mean
optical output power of 12mW, which is passed through a
dichroic mirror (DCM, Thorlabs DMPS567R) and coupled to a
105 µm core diameter fibre. The end facet of the fibre is placed
next to high NV-density microdiamonds in a glass cuvette. The
amount of microdiamonds is large enough to completely cover
the fiber’s end facet. The fluorescence is collected via the same
fiber, passed through a long-pass filter and focused (Thorlabs

FELH600 & LA1951-AB) on a photodiode. The photocurrent
is amplified by a transimpedance amplifier (12 kΩ, 75MHz
bandwidth) and passed to port two of the VNA. The VNA
sweeps the frequency of the stimulus signal in a range of 1–
100 MHz and records magnitude and phase relation between
the two ports. In each sweep, the VNA records this response
at 401 distinct frequencies with a bandwidth of 1 kHz. We
record the average of five sweeps for one observation.

An electromagnet, monitored by a Hall effect sensor, is used
to apply magnetic fields up to 80 mT. The electromagnet,
containing the fiber probe with NV-rich diamond powder, is
placed in a climate chamber. We additionally monitor the
ambient temperature inside the coil with a PT100 temperature
probe.

B. Regression Methods

We use excitation light powers for which we expect no
saturation behavior [29], [30]. The fluorescence signal can then
be understood as the convolution of the excitation signal with
the fluorescence decay dynamics. For our material, we found
them to be well explained by a bi-exponential decay [14].
We find the respective frequency domain representation by
the Laplace-transform of a sum of two exponential functions

H(s) =
a1

s+ 1
τ1

+
a2

s+ 1
τ2

, (1)

with the time constants τ1, τ2 and their amplitudes a1, a2.
The VNA is calibrated with a system response H(s)|0 at

known parameters B = 0 and T = 0 ◦C. This response
contains the transmission behavior of all optical and electrical
components, involved in the measurement, as well as the decay
dynamics of the fluorescence itself. The VNA then corrects for
H(s)|0, resulting in the measurement of

Hr(s) =
H(s)|B
H(s)|0

. (2)

This ratio has a magnitude of 1 and phase of 0 at B = 0 and
T = 0 ◦C, and we only record the changes by the influence
of B and T on the material.

In Figure 2, we show example measurements at different
temperatures and magnetic fields. We observe a high magnetic
contrast of the magnitude at low frequencies, as well as a
high magnetic contrast of the phase around 13MHz. Under
constant magnetic fields and increasing temperatures the mag-
nitude decreases in the whole range of excitation frequencies.
Additionally, the phase increases with rising temperatures at
low frequencies.

In previous experiments we only varied the magnetic fields
and were able to fit Equation 2 to the measurements. With
the additional variation of the temperature, we can no longer
satisfactorily apply these fits. We therefore employ machine
learning algorithms for the regression of these two variables.
We aim to investigate, if temperature independent magnetom-
etry can be implemented with the frequency domain approach.



Fig. 2. Measurements of the magnitude |Hr| and phase ∠Hr , as functions
of the excitation frequency f at different temperatures T and magnetic fields
B.

C. Temperature Dependence

At first, we swept the climate chamber’s set temperature
between 0 ◦C to 100 ◦C at zero magnetic field, with each ramp
taking one hour. We added dwell times at the extremes of
10 minutes. During 18 sweeps, taking 22 hours, we recorded
18373 frequency responses. We use a neural network for
the regression of the temperature from the measurements.
Therefore, we implemented a fully connected neural network
(FCNN) with three hidden layers, of sizes 95, 65 and 35 nodes,
using ReLU activation functions. The output layer is a single
node with a linear activation function. Observations consist of
the concatenation of magnitude |Hr| and phase ∠Hr at 401
different frequencies, labeled by T . The input layer consists of
802 nodes, accordingly. We split the observations by ratios of
55%, 15%, and 30% into training-, validation- and test-sets,
respectively. Also, we fit a MinMaxScaler to the training data
and apply it to the whole data set, so observations are scaled
per feature to lie within the interval [0,1]. The artificial neural
networks are implemented and trained, using TensorFlow [31].

D. Temperature and Magnetic Field Dependence

Next, we swept the chamber’s temperature from 0 ◦C to
80 ◦C in 8 hours and back to 0 ◦C in 4 hours. During this
time, we continuously swept the magnetic field from 0 mT
to 30 mT in 25 steps and further to 80 mT in 15 additional
steps. We reduced the number of discrete magnetic field
steps at higher values, to limit the additional heating by the
electromagnet to 20 K above ambient temperature. During
16 hours, we recorded 6494 frequency responses. For the
combined regression of temperatures and magnetic fields from
the measurements, we use a FCNN with the same architecture,
as in the previous case. We only changed the output layer to
two nodes with linear activation functions. We also used the
same splits between training-, validation- and test-sets, and
applied a MinMaxScaler. The observations are now labeled
by T and B.

IV. RESULTS AND DISCUSSION

A. Temperature Dependence

Fig. 3. (a) Predictions of the FCNN on the test set in comparison to the
optimum linear relationship. (b) Differences of predictions in (a) to the linear
relation. (c) Mean squared error on training and validation sets during training
of the FCNN.

In the first experiment, the frequency responses were ac-
quired at varying temperatures and zero magnetic field. A
FCNN was trained in 800 epochs, after which the validation
loss showed no significant improvement. The loss functions,
plotted in Figure 3c, show no signs of overfitting. In Figure 3a,
we show the predictions of the FCNN on the test set. For the
difference of the prediction to the linear relation ∆T , we find
a mean value of 0.29 °C and a standard deviation of 1.24 °C.
These results were consistent over multiple training runs with
different randomly chosen subsets for training and test. We
observed no significant outliers, showing the temperature can
be estimated at zero magnetic field, with 99% of the values
of ∆T lying within ±3.8 ◦C.

B. Temperature and Magnetic Field Dependence

In the second experiment, the measurements were acquired
at slowly varying temperatures, while sweeping the applied
magnetic field in discrete steps up to 76 mT. The Hall effect
magnetic field probe showed a temperature dependence of
approximately −620 ppm/K, leading to a low accuracy at high
temperatures. To obtain more accurate magnetic field labels,
the currents at the discrete steps were used. Therefore, we
recorded the magnetic field in the electromagnet at T = 25 ◦C
with the Hall sensor as a function of current in the electro-
magnet. A linear fit was then used to calculate magnetic field
labels from the actual currents in the electromagnet.

The same network structure as before, except for two
output nodes with linear activation functions, was used, to
simultaneously predict magnetic fields and temperatures from
the observations. We observed no overfitting in over 600
epochs, after which the validation loss stopped to improve.
In Figures 4a,b, we show the predictions of temperatures



Fig. 4. Combined regression of temperatures and magnetic fields. (a)
Predictions of temperature on the test set in comparison to the optimum linear
relationship. Colors show the respective magnetic field of the observation.
(b) Differences of predictions in (a) to the linear relation. (c) Predictions
of magnetic fields on the test set in comparison to the optimum linear
relationship. Colors show the respective temperature of the observation. (d)
Differences of predictions in (c) to the linear relation. (e) Mean squared error
on training and validation sets during training of the FCNN.

and the differences to a linear relationship, respectively. In
comparison to the previous study, we find a higher variance,
with outliers up to ±22 ◦C from the real values. We observe
a mean deviation from the linear relation of −0.15 °C and a
standard deviation in ∆T of 3.63 °C. Additionally, the colors
indicate the magnetic fields, which are associated with the
observations. This allows us to visualize potential clusters of
magnetic fields, which might lead to observations with higher
error in the predictions. However, we see no such clusters.

Figures 4c,d show the same predictions, with respect to
magnetic fields. We find a mean deviation from a linear
behavior of −0.13 mT at a standard deviation of 0.79 mT.
Additionally, 99% of the values of ∆B lie within ±3.27mT,
showing the ability to predict magnetic fields, insensitive to
varying sample temperatures. We observe a higher variance
at high magnetic fields. This may be a consequence of the
lower number of observations at these fields. We use colors
to show the temperatures, associated with the predictions and
their underlying observations. We see no correlation of the
error with certain temperature ranges.

Fig. 5. Fluorescence intensity at excitation frequency f = 1MHz as a
function of magnetic field and temperature. The linear fit was applied to the
data at 25 °C in the range of 10 mT to 20 mT.

For an implementation, only observing the fluorescence
intensity at one fixed excitation frequency, we can estimate
the error, introduced by varying temperatures. In Figure 5,
we show the fluorescence intensity at the lowest excitation
frequency |Hr(f = 1MHz)| as a function of the magnetic
field in the tested temperature range. We apply a linear fit
to the data at 25 °C in the range of 10 mT to 20 mT. The
fit is then used, to calculate the magnetic fields from the
data at nominally 15.5 mT. The resulting magnetic field values
would span a range of 9 mT and show a standard deviation of
2.73 mT. The observation of the phase at a fixed excitation
frequency would lead to similar values. In contrast, in our
solution, the predicted magnetic field at nominally 15.5 mT
spans a range of 370 µT for the recorded temperature range
and shows a standard deviation of only 120 µT.

V. CONCLUSION

In this work we investigated the combined temperature and
magnetic field dependent behavior of high NV-density mi-
crodiamonds in an all-optical frequency-domain based setup,
utilizing the change in fluorescence lifetime. At zero magnetic
field, we have shown the ability to predict temperatures in the
range of 0 ◦C to 100 ◦C, with a standard deviation of 1.24 ◦C.
Furthermore, we have shown the ability to predict applied
magnetic fields, while varying the ambient temperature, with
a higher accuracy, compared to the sole observation of the
fluorescence intensity at a single excitation frequency. With
the recent development of low-cost VNAs [32], [33], this
work shows a step towards temperature-insensitive industrial
application of all-optical NV-based magnetometry.
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