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Abstract—Sentiment classification is an important part of text
sentiment analysis. Usually sentiment classification methods are
supervised models or semi-supervised models, but well-labeled
corpora are often difficult to obtain. In the Chinese-Vietnamese
bilingualism, the lack of emotional resources leads to the accuracy
of cross-language sentiment classification is not as accurate as that
in a single-language environment. Unsupervised sentiment
classification can improve the accuracy of sentiment classification
by constructing emotional dictionary and incorporating word
weights. In this paper, the Gibbs sampling process is firstly
guided by the emotional polarity of the words in the sentiment
dictionary, which helps the model to predict the vocabulary
emotion and subject distribution. Then this paper proposes an
unsupervised sentiment classification method based on the word
weighted Joint Sentiment/topic (JST) model algorithm. Through
the linear combination of three kinds of weighted methods, the
emotional weight was integrated into the vocabulary. This
approach improves the impact of emotional words in the Gibbs
sampling process, and ultimately improves the accuracy of
sentiment  classification. Experiments show that the
word-weighted JST model combined with prior knowledge has
greatly improved the accuracy of Vietnamese sentiment
classification.

Keywords—sentiment classification, unsupervised, emotional
dictionary, weighting method, Chinese-Vietnamese

I. INTRODUCTION

Sentiment classification is one of the important contents of
sentiment analysis and opinion mining. At present, there are two
methods based on rules and statistics. The machine learning
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method and the text representation model are two core contents
of the statistical sentiment classification method. Machine
learning methods include supervised, semi-supervised and
unsupervised sentiment analysis. The training of classifiers in
supervised and semi-supervised machine learning methods
requires a certain number of labeled training samples. However,
the manual tagging process is time consuming. Unsupervised
machine learning does not require labeling for training. At
present, there are two main unsupervised learning methods
applied to sentiment classification: one is based on emotional
dictionary. The method first scores the tendency of emotional
words, and then determines the emotional polarity of the
document according to the positive and negative scores.
Another way is to incorporate emotional information into the
text representation and then estimate the probability of
emotional polarity in the document.

Cross-language text sentiment classification is using rich
corpus in other languages to solve the problem of sentiment
classification in another language. The difficulty in classifying
cross-language texts is to establish the connection of words or
texts between different languages. Zhou[l] proposed a
cross-language sentiment classification model based on LSTM
network. The model is characterized by LSTM document
modeling in the source language and target language
respectively. Then the paper introduces a hierarchical attention
mechanism to capture the emotional features of words and
sentences. Finally they complete the sentiment classification.
Zhou[2] extracted the sentence-level emotional representation
Then they incorporate the sentence-level emotional
representation into the semantic representation of the document.
If we use RNN for bilingual document modeling, we need
bilingual parallel documents. However, the Chinese and
Vietnamese parallel documents are difficult to obtain. Therefore,



we consider using unsupervised methods to classify sentiment
polarity. Chen[3] proposed a sentiment classification method
based on topic seed words. The method obtains the topic seed
words through Frequency(tf) and TF — IDF(tf;) .Then, they

reconstructs the sentences wit h the extracted topic seed words
to form a new topic text. Finally, they uses the new
reconstructed text to achieve the joint discovery of the theme
and emotions. Ouyang[4][5] proposed a multi-granularity
hybrid model based on LDA. The model uses the document
distribution to generate local distribution, which increases the
accuracy of local emotion/topic estimation, and thus improves
the classification effect of the emotional theme model. Lin[6]
proposed a joint sentiment theme model(JST) model for
sentiment classification. Pan[7] proposed the sentiment
classification of news based on JST algorithm. The method first
extracts the emotional topic sentence of the news. Then they
integrates emotional topic sentences into the JST model to
classify the sentiment of the news. However, compared with
supervised learning, the unsupervised model has a poor
classification effect.

This paper first constructs an emotional dictionary in
Chinese and Vietnamese. Then we proposes an unsupervised
sentiment classification model for Chinese and Vietnamese
news. Due to the lack of emotional resources in Vietnamese, we
use Chinese emotional resources to expand the Vietnamese
emotional resources. Therefore, we build a bilingual dictionary
of Chinese and Vietnamese. The word-weighted JST model in
this paper is based on the traditional emotional theme model, the
Joint Sentiment/topic Model. Since the JST model randomly
assigns emotional labels to a certain word during the sampling
iteration process, so we directly assigns emotional labels to the
words by emotional dictionary. In other words, we let the model
guide the classification process by adding prior knowledge. In
the JST model, each word of the corpus is equally important to
the generated emotions and subject information. But in fact,
words with emotional tendencies and words with domain
characteristics have a strong influence on emotions and themes.
Therefore, this paper integrates emotional weights into
vocabulary by calculating the association between emotional
seed words and other words in the corpus. This approach allows
each word to be distinguished during the Gibbs sampling
process and improves the accuracy of sentiment classification.
Experiments show that the accuracy of sentiment classification
of word-weighted JST model combined with prior knowledge
has indeed improved.

II. CONSTRUCT BILINGUAL EMOTION DICTIONARY IN
CHINESE AND VIETNAMESE

In the field of natural language processing, the sentiment
dictionary is a very valuable basic resource. It is often used in
the field of sentiment classification, emotion summaries[4-8].
However, because of the imbalance between Chinese emotional
resources and Vietnamese emotional resources, the further
research on Vietnamese sentiment analysis tasks is restricted.
Therefore, we use Chinese emotional resources and news
corpora to build Chinese and Vietnamese emotional dictionary.

Because of the language differences between Chinese and
Vietnamese, we use graph models to represent bilingual
emotional seed words. Then we use the label propagation
algorithm and mutual enhancement algorithm to make
emotional information spread between Chinese and Vietnamese.

The specific ideas are as follows: First, we extract the seed
words from the unmarked Chinese and Vietnamese documents
by the k-means algorithm. At the same time, we mark the
emotional tendency of the seed word. Then we construct a
Chinese and Vietnamese graph model for all the labeled
emotional seed words. We use the word as the node of the graph
model, and use the point mutual information(PMI) between the
words to represent the distance between the graph nodes. We
use the label propagation algorithm on the graph model to get
the emotional estimate of the word. Finally, we use the mutual
enhancement learning algorithm for the Chinese and
Vietnamese graph models. The purpose of using the mutual
enhancement algorithm is that we use the polarity estimation of
Chinese words to improve the polarity prediction of Vietnamese
words. At the same time, we use the emotional predictions of
Vietnamese words in turn affects the emotional prediction of
Chinese words. The idea of the mutual enhancement algorithm
is to construct the connection between Chinese and Vietnamese
through a bilingual dictionary. We first use the label propagation
algorithm to continuously update the Chinese (Vietnamese) and
Vietnamese (Chinese) emotional values obtained through
bilingual dictionaries. Then, we continually iterate over the
unmarked news documents and reconstruct the graph model of
the bilingual sentiment words. Finally, we get a map of the
emotional words in Chinese and Vietnamese, and get the
domain emotional words in Chinese and Vietnamese according
to the map.

We captured 4000 Chinese news from Sohu News, NetEase
News and Tencent News as Chinese unlabeled data sets. We
captured 8000 Vietnamese news as Vietnamese unlabeled data
sets from the Vietnamese People's Daily, the Vietnam
Communist Party, Vietnam Daily News, Vietnam Defense
Network, Ngoi Sao and Zing. The scales of Chinese and
Vietnamese sentiment lexicons constructed by the graph model
are shown in Table I . There are 4626 emotional words in
various fields of Chinese and 2939 emotional words in various
fields of Vietnamese.

TABLE [ . CHINESE AND VIETNAMESE EMOTIONAL DICTIONARY SCALE

. Lan
Fields Chinese - uageSVietnamese
military 1248 722
political 1377 771
Finance 1121 813
amusement 880 633

III. WORD WEIGHTED JST MODEL

A. JST Model

The Joint Sentiment/topic Model (JST) is a traditional
emotional theme model. The JST model is an extension of the
LDA model. It is an unsupervised classification model
consisting of a four-layered structure of words, documents,
topics, and emotional labels. We build three matrices through
three links: the link between document and emotion, the link
between topic and emotion, the link between word, topic and
emotion. Then we use these three matrices to estimate the
distribution of 7, @ and ¢. So we can get the proportion of the

subject and the proportion of sentiment in each document. This
model has been used extensively in sentiment classification




tasks for user reviews, such as movie reviews, book reviews, etc.
Similarly, the joint emotional topic probability model can also
be used to solve document-level sentiment classification tasks.

Its graph model is shown in Fig. 1.
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Fig. 1. Image representation of the JST model
The pseudo code for the Gibbs sampling procedure of JST[6]
is shown in Fig. 2.

1: Initialization matrix ¢ (word-theme-emotion V' xTxS),

matrix @ (topic-emotion-document 7' xS x D),
and matrix 7 (emotion-document S x D)

: for m=1 to M Gibbs sampling iteration do:

W N

Read a word from the document, randomly assigned to the
subject tag randomly.
4. Calculate the probability that the emotional label is k and
the topic label is j based on
N, b P JNabta WNead +y
Ny +VB N3 +y

5:  Reselecting a topic tag j based on the estimated probability

Pz, =], =k wz .l o)
U Wb +a

in step 4;
6: Choose an emotional tag
7. Update matrix ¢, @ and 7 with new sampling results
8:  Go to step 2 until all words have been processed
9: end for

Fig. 2. The Gibbs sampling procedure of JST model

B. WORD WEIGHTED JST ALGORITHM

Due to the lack of emotional resources in Vietnamese, we
expand the emotional resources of Vietnamese by using the
Chinese and Vietnamese emotional dictionaries constructed by
mutual reinforcement learning. Therefore, this paper uses the
emotional dictionary to assign emotional labels to the
vocabulary of each Vietnamese document. Finally, this paper
conducts unsupervised sentiment classification based on the
word weighted JST model.

In the process of sentiment classification of news documents,
we should try to block all factors that affect the classification of
emotions. If the text contains a large number of words that have
less effect on the sentiment classification, it will reduce the
classification accuracy of the emotional theme model. Based on
this point of view, we should improve the influence of emotional
words and emotional related words in the sampling process. The
steps of the whole algorithm are shown in Fig. 3.

Exclude stop words
and negative Words

Vocabulary weight
caculation

Gibbs sampling

Pretreatment participle Word weighted JST

Subject sentiment
orientation calculation

Document sentiment

Document set
orientation calculation

Fig. 3. Word weighted JST algorithm
This paper introduces three ways to incorporate word
weights. One is to integrate the weight of emotional words into
the vocabulary by calculating the point mutual information(PMI)
of the words in the dictionary and the emotional seed words[12].
We use K-means method to obtain emotional seed words. For

the word w; , its weight formula is:

X

. 1 p(w;, positivde)) 1 <
weight () =~ 3 log P POIVAS) Ly,
’ xZ POw)p(pos(e)) y,z

P, negtive(f)
P pinegtivej)) (D)

In (1), x is the number of positive seed words, and y is the
number of negative seed words.

Another weighting method is inspired by the literature[13],
we introduce the feature weighting method of Gaussian function.
For a news document, there may not be too many emotional
words with obvious inclinations. This situation will lead to the
frequency of emotional words appearing in the corpus is too low.
However, the topic model represented by LDA or its improved
word distribution will generally tilt to high frequency words,
which will affect the accuracy of model emotion classification.
In order to reduce the weight of high frequency words and
increase the weight of the middle and low frequency words, we
use the Gaussian function to weight the word i in the document:

(fz _fmid)2
202

In the formula, the variance o’ is:

)

weight g, (W;) = exp(—

1 Vv
0'2=V—_Z(fi_fmid)2 2)
i1

In (2), f; is the word frequency of the word 7, and f,, is

the median of the word frequency.

The last weighting method is to integrate the position
information of the word. If the word appears in the headline,
subtitle or summary part of the news, the word i is weighted:

weight ,, (w;) =& -In(f +e—1) (3)
In the (3), & is the elastic coefficient, and 0 <& <2 . The

size of this parameter determines the influence of positional
features on word weights. If we need to weaken the impact of
location information, then & takes 0 <& <1 . If we need to

enhance the impact of location information, then & takes
1<&<2. fis the word frequency of the word i.

The final word weight is calculated using (4).



weightw;) = u- weighf, (w,) + & weighg,, (w) +weighg, (W) (4

In (4), u,& is a weighting parameter, 1< 4,6 <2 , and
H+e<3.

Using the above method that merge the weights of the
words, each word can be treated in a targeted manner during
the Gibbs sampling process.

In the JST algorithm, in order to obtain the distribution of
7, 0 and @ in the model, we first calculate the posterior
distribution p(z,/|w) . That is, under the condition that the
word W is given, we calculate the conditional probability that
the subject of the word is z and the emotion label is /. We use
the full probability formula to convert the conditional
probability.

P(z,1|w)=P(z,1,w)/ P(w) ®)

From (5), we know P(z,/|w) o P(w,z,[) . So we only
need to calculate the joint probability distribution of z,/,w .
The joint probability distribution of isz,/, w:

P(w,z,l)=P(w|z,1)-P(z|l,d)-P(l|d) ©)

The P(w|z,l), P(z|l,d)and P(/ | d) in (6) correspond to the

generation process of the document respectively. We
calculate P(w|z,l) , P(z|l,d) and P(/|d) in (6). Then by

integrating the weights of @, €, 7 and merging words, we can

get:
Powz.0)= [ L(Vp3) ]T*S I [1, T(|weight (c)| * Nﬁ‘k) +8)
2 14 h vV
) PR weight o N +vpy D
c=1
vV
) IT, Iﬂ((z: ‘weight (l')‘ * lel)(d )+a)
P(z|1,d) = [;(T @) j m—— ®)
@ T |weight ()] * N} ) + Ter)
j=1 iml
V
ra)? Tl |weight(m)] N7 +7)
P(1|d)=[r§ )Z)J m—— ©)
Y T (O |weight(m)|* N{%)) + S)
k=1 m=1

In (7)(8)(9), V is the size of the index dictionary, and T is
the total number of topics, S is the total number of emotional
tags, and D is the total number of documents in the corpus.

N j(C,Z indicates the number of times that the word ¢ is assigned

to the subject j and the emotion tag k . N J(’}{ 4 represents the

number of times that the word i in the document d is assigned

to the emotion tag k and the subject j . N ,E":,) represents the

number of times that the word 71 in the document d is assigned
to the emotion tag kK . « is the asymmetric Dirichlet prior
parameter of @ . f3 is the asymmetric Dirichlet prior parameter
of @ .y is the asymmetric Dirichlet prior parameter of 7z . I is
the Gamma function.

Combining (6)(7)(8)(9), by using the properties of Gamma
function and the conjugate property of Dirichlet, we can derive
the conditional distribution probability of single sampling in the
process of Gibbs sampling:

‘we[gh(c)‘ * N/ f{” +8

P(Z, :jalf =k|w,z,,,l,[,a,ﬂ,}/,weighb=

Vv
Q Jweighte) * N+ VB
i=1
v (10)
(Z‘weight(m)‘ * NN +y

m=1

|4
O |weight(d]* N )+

i=1 %

T Vv S V
> |weight(i)|* N, )+ Ta D (O |weight(m)|* N{";™)+ Sy
j=1 =l

i= k=1 m=1

In (10), z_, represents the subject distribution of all other
words in the corpus except the 7, word in document d .
[_, indicates the emotional polarity of all other words in the

corpus except the 7, word in document d .

We can use the Markov chain to estimate the
topic-emotion-worddistribution Pej ,
topic-emotion-document distribution o i kd and
emotion-document distribution 7, , respectively.

‘weight (c)‘ * N;‘,f +p
qau,j,k = 14 (1 1)
(D |weight (c)|* N'))+Vp
c=1
4 .
(O |weight (i) * N} )+
T ) (12)
> (O |weight (i) * N} )+ Tax
j=l =1
Vv
(D |weight (m)|* N )Y +7
Mg =5"F (13)
(O |weight (m)|* N{"))+ Sy
k=1 m=1

In (11)(12)(13), « , B, ¥ are hyper-parameters, z is the

subject of word, k is the emotional label of word, and weight()
is the weight of word.

The process of Gibbs sampling and document polarity
determination in the word-weighted JST model are shown in
Fig.4 below.

Input: Preprocessed news corpora
Output: The emotion of document

Specific steps:

1: Reading news texts, serializing words, building index dictionaries V' ;
2: for woc V' :

3:  Calculated weight(w) according to (4);

4: Initialization matrix ¢ s 0 , T

5: form=1to M

6: a)Read aword W; from a document and randomly assign the topic tag to

the word w; .

7:  while One word in the emotion dictionary
8: if p=w do




9: Assign the emotion tags of p to w; ;

10: end while;

11: else

12: Assign to W; an emotional tag randomly;
13: end while;

14: b) Calculate the probability of the word w; with subject j and emotion label
k according to (10).

15: c¢) Reselect a topic j for the word based on the Markov chain
16: d) Reselect an emotion tag k with subject ;.

17: ¢) Update matrix ¢5 ,0, T according to new sampling results;
18: f) Return to execution (a) Until all words are processed.

19: end for;

20: Calculate 77, ; according to (12);

2 Ty g > Ty, 4 do
22: The emotion of document d is negative;

23:elseif 7, _ ;> 7wy, ; do

24: The emotion of document d is positive;
25: else do
26: The emotion of document d is neutral.

Fig. 4. Gibbs sampling process and document polarity judgment in
word-weighted JST model

IV. EXPERIMENTS AND RESULT

A. Experiment Setup

This paper randomly selects 2000 news, 745,892 words from
the Vietnamese news corpus on the four themes of military,
politics, technology and real estate. The size of the index
dictionary V is 34,948. In order to facilitate the comparison of
experimental results, we use the manual annotation method to
label the positive and negative sentiment of these 2000 news.
Among them, there are 880 positive emotional news and 610
negative emotional news and 510 neutral emotional news. This
article uses skip-gram to train the word embedding model and
the word vector dimension is 50 dimensions.

In order to verify the feasibility of this method, we set up
three sets of comparative experiments:

In order to verify the feasibility of the proposed method in
the paper, we set up three sets of comparative experiments:

In order to verify the validity of the merging word weighting
method proposed in this paper, we set the weight comparison of
some words in the three weighting methods in Experiment 1.

In order to verify the impact of the inclusion of word weight
information on Vietnamese sentiment classification, we set up
the second set of contrast experiments. In Experiment 2, we
verified the influence of the integration of word weight
information and non-integration word weight information on
Vietnamese sentiment classification without incorporating the
Vietnamese emotional dictionary.

In order to verify the impact of prior knowledge on
Vietnamese sentiment classification, we set up the third set of
comparative experiments. In Experiment 3, we verified the
influence of the integration of emotional dictionary and
non-integration sentiment dictionary on Vietnamese sentiment
classification under the condition of merging word weights.

In the three groups of experiments, the model parameters
a,p .,y weresetto 50/T ,0.01, and 0.01 respectively. We

will set elastic coefficient & to 0.618 and set the weighting
parameters t, & to 1.5, 1.2 respectively. Due to limited system

resources, we have set the number of iterations to 2000 based on
experience. In the experiment, the total number of different
topics T has a great influence on the accuracy of the model
classification, because the total number of topics set manually
affects the model parameters. In the experiment, we will also
display the number of topics 7 as an independent variable in the
chart.

Finally, if a news is labeled with the same emotions as the
manual, then we think the model correctly identifies the news
document. Next, we will give a formula to evaluate the accuracy
of the model:

B. Experimental Results and Analysis

In Experiment 1, we calculate the weight value of the
sentiment word, the weight value of the Gaussian weight, the
weight value of the position information, and the weight value
of the fusion word proposed in this paper. The experimental
results are shown in Table Il .

Table Il first shows the weighting values of some words in
the way of the merging word weighting proposed in this paper.
Then Table II shows the weight values of some words in the
three word weighting modes. If the weight value of a word is
larger, the distinction of the word is more in the process of
sampling. It can be clearly seen from Table II that the first five
words have obvious emotional tendencies, while the latter five
words have more subject matter. In Table II , the “ Senti”
weighting method distinguishes the sentiment words very well,
but it has a great influence on the topic distribution. The
“Gaussian” method does not distinguish between emotional
words and subject words. The “Title” method is to balance the
weights of emotional words and subject words. Therefore, the
way of merging words weights makes the emotional words more
discriminating without seriously affecting the classification of
the topics. The data in Table II shows that the way of merging
words weights proposed in this paper is effective.

TABLE II. THE WEIGHT OF WORDS IN DIFFERENT WAYS
Weighted method
words Sent1+Qauss1an Senti Gaussian Title
+Title

Lo ling 8.43 3.39 1.31 1.78
Kién quyét 8.12 3.26 0.925 2.12
thiét hai 9.05 3.67 1.38 1.88
tuyét giao 8.33 3.13 1.85 1.42
chiri mang 7.88 3.36 1.425 1.13
Hoa Ky 3.78 0.53 0.71 2.14
Zod. 3.63 0.49 0.54 2.25
Han Québc 421 0.46 1.075 2.23
sap xép 3.61 0.43 0.62 2.22
trang bi 1.55 0.33 0.488 0.47

In Experiment 2, we constructed the JST model and the word
weighted JST model separately, and calculated the accuracy of
the sentiment classification of Vietnamese news texts under
different the number of topics.

It can be seen from Fig.5 that under the condition of no prior



knowledge, incorporating the weight of words into the model
does improve the accuracy of sentiment classification. However,
compared with the case of unweighted model, the weighted
model is slightly more affected by the number of topics T than
the former, that is, the stability is not as good as the former. The
reason may be that the JST model is integrated with the weight
of words, which increases the distance between words and
words. This affects the process of word sampling iterations,
which ultimately leads to a decrease in the stability of the model.

Accuigcy oai = = === Unweighted
0.7 3
/ S - weighted
0.6 ===
05~ e
0.4 :
0.3
0.2
0.1
The number of the Topic of T
0
0 10 20 30 40

Fig. 5. Word Weighted and Unweighted Results Graphs Without
Prior Knowledge

In Experiment 3, we constructed a word-weighted JST
model that incorporates Chinese and Vietnamese emotional
dictionaries and a word-weighted JST model that does not fit
into Chinese and Vietnamese emotional dictionaries. Then we
calculate the accuracy of the sentiment classification of
Vietnamese news texts under different number of topics.The
experimental results are shown in Fig.5.

As can be seen from Fig.6, prior knowledge can improve the
accuracy of the sentiment classification of the model to some
extent. As can be seen from the results graph, after the number
of topics is 20, the effect of prior knowledge on the results is not
very large. When the number of topics T is between 5 and 12,
the word-weighted JST model has the best sentiment
classification effect.
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Fig. 6. Influence of word weights with/without prior knowledge on
classification results

V. CONCLUSIONS

This paper proposes an unsupervised classification model of
news in Chinese and Vietnamese: word weighted JST model. In
order to solve the problem that the JST model randomly assigns
emotional tags during the sampling process, this paper proposes
to use the sentiment dictionary to label the emotional tags of the
words. Then, in order to solve the problem of less discrimination
between emotions and topics in the JST model, the model
proposes to assign different weights to different words in Gibbs
sampling. The final experiment shows that the word-weighted
JST model combined with prior knowledge has greatly
improved the accuracy of Vietnamese sentiment classification.
The next step will be to focus on how to incorporate emotional
information at the sentence level.
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