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Facility, infrastructure, and asset related data is being generated at an unprece-
dented rate, usually without specific purposes or goals. Data is collected in large
amounts for exploratory science, achieving significant statistical power, due to the
relatively cheap cost of storing data in the cloud. In many cases however, organi-
zations do not consider the negative issues with indiscriminate data collection to
include diminishing returns to reduce uncertainty in asset management decisions
and the cumulative costs of the data. This paper proposes a novel 4-step frame-
work for determining the correct amount of data required for asset management
decisions. The framework is built upon the following steps: 1) identify the prob-
lem, 2) establish context, 3) verify/collect data, and 4) analyze/decide (IEVA).
The IEVA framework can be used as a baseline that orients asset managers to col-
lect decision-focused data and make data-informed decisions.

1 Introduction

Advances in computing and communication technology have propelled the
world into an unprecedented information age. For example, the computer system
that supports the Large Hadron Collider (LHC), the world’s largest particle phys-
ics laboratory, can process approximately one petabyte of data every day (Europe-
an Organization for Nuclear Research (CERN) 2017), equivalent to 210,000
DVDs. The server grid that supports the LHC is only able to actually store 45
petabytes of data, and must rely on networked computers around the world for an
additional 15 petabytes (European Organization for Nuclear Research (CERN)
2017). Meaning scientists at the LHC are unable to store 84% of the data that they
process, which says nothing about the overwhelming amount of data that is being
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generated and not processed. Although the magnitude of data processed and ig-
nored by the LHC is certainly an extreme, the trend of collecting more data than
feasible to use is common. In the construction and asset management industries,
large amounts of data are generated, collected, and stored that is never actually
analyzed (Hammad et al. 2014). Examples like these show how data managers
around the world, are “drowning in data while thirsting for information”
(Herrmann 2001).

Datakleptomania is an unconscious desire to collect increasing amounts of data
under the premise that more data is better (Hellawell 1991). However, for many
businesses, success is the direct result of collecting meaningful data and extracting
useful information to support strategic decisions (Woldesenbet et al. 2016). There
are some significant statistical benefits of collecting more data. Through increas-
ing the number of observations, researchers are able to achieve greater confidence
that their sample is representative of the population. When a sample can be said to
be representative of the population, then conclusions about the sample are more
likely to be valid for the population (Cohen 1992).

The practice of datakleptomania is enabled by the relatively cheap cost of stor-
ing data. As of this writing, Google’s cloud service offers the ability to store 100
gigabytes of data for a subscription cost of $12/year (Google 2017). With the low
cost and high accessibility of cloud storage, additional companies are storing data
and doing business in the cloud. Because of this low cost of data storage, and the
technologies that make collecting data even easier, the world is trending toward
unquestioned data collection with less scrutiny regarding its necessity (Hanley
2012).

Since data is a resource that can provide value to an organization, data should
be purposefully managed using asset management principles. In doing so, organi-
zations will need to view their data within a lifecycle analysis context that consid-
ers costs, conditions, and performance of their data from creation to the deletion.
However, many data collection activities aren’t designed to support decision mak-
ing processes (Flintsch, G, W; Bryant 2009). Data should be collected in such a
way that the intent for its use is clearly defined, ensuring that the methods for col-
lection, analysis, and use can be appropriately tailored from the start (Hanley
2012).

2 Problems with Big Data

Beyond the diminishing returns of additional data, the quantity of data that is
being collected can be problematic. Datakleptomania can be useful in exploratory
sciences where little is understood and questions will be developed later. Howev-
er, the field of asset management may not be the best example of exploratory sci-
ence. Instead of collecting every piece of information available, infrastructure as-
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set managers should focus on collecting information that helps answer known
questions. Indeed, collection of large quantities of data can lead to ‘analysis paral-
ysis” where decision makers have so much data they don’t how to move forward
with decisions.

Another problem is the time that it takes to process vast quantities of data can
still be a challenge. Reducing the amount of data reduces the amount of time it
takes to process and analyze that data. This in turn allows decisions to be made
faster. Pat Helland explains another problem with analyzing too much data. He
states that when the time it takes to process large amounts of data exceeds the
window of time in which the decision must be made, the data being processed be-
comes obsolete by the time the decision is made (Helland 2011). Helland recom-
mends that in such situations, approximating a good answer can be more valuable
than taking time to develop the perfect answer.

Labovitz et al. (1993) developed a notional rule to describe the cost of process
correction based on the quality of management to that process. The rule was meant
to be applied to a wide range of applications and is known as the 1-10-100 rule
(Labovitz et al. 1993). Doyle (2014) tailored this rule to apply it to the costs of da-
ta collection and management, namely, that as the quality of data management ef-
forts decreases, the costs of using the data later increase significantly. Data col-
lected early and deliberately with the intent to be applied to later decision-making
efforts yield relatively low cost to the organization. The organization has failed to
implement effective data management strategies and will more than likely result in
poorly informed decisions which must be corrected down the road at a high cost to
the organization. Data collected without proper forethought will more than likely
result in time intensive analysis and require a large cost in human capital.

Once data is collected, an organization may desire a storage capability to use
the date at a later date. Although the storage cost of data has decreased steadily as
technology and management tools improve, it is still a portion of the costs (LaCh-
apelle 2016). This data storage capability requires either data infrastructure in-
vestment or regular storage fees for use on the cloud. Several factors influence da-
ta storage requirements. The organization must first determine the useful life of
the data stored and also decide on a meaningful format for analysis and communi-
cation. When optimizing data management, an organization must also consider the
lifecycle cost of storage. The cost of keeping a single gigabyte of data indefinitely
can cost $100 (Omaar 2017), a cost far greater than the monthly cost of using the
Google cloud or similar service. This cost is further compounded for organizations
whose security policies prohibit the use of the cloud for storage purposes. Redun-
dancy and security also play a heavy role in this process. The organization must
build into their storage plan their requirement of backing up the data and ensuring
its security from outside threats. They must decide how much risk they are willing
to take and in which areas they are willing to accept this risk.
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A final problem with big data occurs during data transformation, which is the
process of transitioning from a set of stored raw data to usable data ready for anal-
ysis. Although it is recommended that the data is already in a useable format when
collected, it may not be possible until new equipment or systems are installed. In
this transformation effort, there are generally aspects of the raw data which are
lost due to translation or conversion issues inherent with diverse formats and
equipment systems. The goal is to perform these transformation efforts with min-
imal costs to the organization by way of lost or mistranslated data. Establishing a
consistent transformation strategy to minimize these losses is critical to an organi-
zation ensuring their efforts are effective and useful. This transformation cost can
also be incurred if the organization decides to upgrade operating systems or inter-
faces. In these situations, a well-developed plan and strategy are critical to suc-
cessful transformation of data with minimal loss of information. This effort can be
costly and time consuming in and of itself, but will be worth it in the future.

3 Notional Framework for Right Size Data

Any organization which seeks to optimize their decision making and data col-
lection strategies benefit from a simple and effective framework to guide them
through that process. A decision-making framework allows organization to simpli-
fy their data collection and analysis process. This in turn will enable trend tracking
and decision making in the future by eliminating shortfalls in their data, eliminat-
ing unnecessary data, reducing decision making time and cost, and do this all to
the organization's self-set standards. The 4-step IEVA framework presents a stra-
tegic level approach for an asset manager to identify the problem, establish the
context of the problem, verify and collect appropriate data, and finally analyze and
make a decision. Each step of this strategic asset management decision making
framework can be seen in Fig. 1 and is explained in further detail throughout this
section.

Step 1: Step 2:
Identify the Problem

« Identify the Decisions to be Made
« Develop the Objectives and Goals

Iterate as
needed

Establish Context
o Explain/Prioritize 5 V's of Big Data
« Determine the Scale (Time or Spatial)
« Determine Level of Precision/Accuracy

Step 4: Step 3:
Analyze and Decide Verify or Collect Data

« Make Decisions or Collect More Data « Verify and/or Collect Appropriate Data

Fig. 1. IEVA Framework Steps
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3.1 Step 1: Identify the Problem

The initial step of this strategic framework is determining the overall decision
to be made. Asset managers and their respective teams must brainstorm during
this step to narrow down and identify the overall decision to be made. Once the
decision is understood, the next step is to develop objectives and goals, so that the
decision can be fully developed. Finally, this decision should be emphasized
throughout the 4-step framework.

Now that a decision has been identified, set goals and objectives specifically
for this decision. These goals will be specific to each asset manager and their re-
spective objectives. For example, if the decision is to save energy costs across an
installation, the goal could be to reduce electrical usage by twenty percent in the
next five years. To increase effectiveness, goals and objectives should be specif-
ic, measurable, attainable, relevant, and time bound (SMART) (Mind Tools
Content Team 2014). A specific goal must be clear and well defined, and this
goal should guide decision making throughout the rest of the framework. A
measurable goal is one that sets a clearly defined objective. In addition to measur-
able, the goal should be attainable and realistically accomplished. A relevant goal
will help keep the decision in mind and keep the goals focused. Finally, a time-
bound goal will create a sense of urgency and allow for an achievement if and
when that goal is met.

3.2 Subheading: Step 2: Establish Context

Once the problem is understood, a user should prioritize the five V’s of data for
the specific objective and goal (Marr 2015). The five V’s are volume, velocity, va-
riety, veracity, and value. Volume is the vast amount of stored data which is gath-
ered every day from multiple sources. The value of data is defined simply as the
ability of a person to convert raw data to performance metrics. When applying a
value determination to this framework’s steps, it is important to ensure that the da-
ta which will be leveraged is being collected in the first place. Velocity refers to
the speed at which data is gathered, which can be dependent on the equipment or
data storage capacity. Veracity is the trustworthiness of the data. Lastly, variety
refers to the multiple different types of data which can be collected (Marr 2015).

Overall, examining the five V’s of data provides insight on how data is collect-
ed and measured (Marr 2015). It is important for users of this framework to ask
these data questions before going ahead in their decision making. The order at
which the five V’s are considered are dependent upon the questions being asked
and they should be weighted accordingly. The overall goal of this step is for the
user to look at the question they are asking and mold the data collection for this
purpose. In many cases where the five V’s are not considered, the available data
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forces decision makers to alter the question they originally wanted to ask (Marr
2015).

Understanding the scale of the data will aid in this process to determine the
right amount of data needed to make a decision. This step is to ensure there are
boundary conditions for the problem being solved. As an organization steps
through the process, it can be easy to add scope to the original question. Data
scales can either be spatial or time related. A spatial scale would evaluate or col-
lect data based on regional zones, facility types, utility infrastructure, or rooms in
a facility. A time scale refers to where the beginning and end of the useful data
occurs. Overall, any scale could be used by the decision-making team or individu-
al, and picking one and justifying it will help make the overall decision and help
identify the amount of data needed for it.

In addition to scale, precision and accuracy are important factors to consider to
create a useful framework. Precision can be modelled by looking at the variance of
the data set. As the variance increases in the data set, the data is less precise. On
the other hand, accuracy is the trueness of the data set. The data’s velocity can
change the accuracy and precision of the data due to the number of samples that
are usable. Once the five V’s have been adjudicated, the next step is to collect da-
ta.

3.3 Step 3: Verify or Collect the Data

Deciding how to collect and aggregate data contributes to data management
life-cycle costs and data quality. There are many software options which offer a
degree of automation and analysis. It is therefore pertinent for each asset manager
to research these options and balance the potential for errors during collection with
software acquisition costs. In addition to software, some data collection may be
dependent upon manpower, also contributing to increased data acquisition costs.
Overall, there are many different ways to collect data, and each asset manager
must balance which way is most efficient and practical for the decision they are
making using this model.

3.4 Step 4: Analyze and Decide

After the appropriate data has been collected and consolidated, the next step of
the framework is data analysis. This analysis will be dependent upon the objec-
tives and questions which were developed earlier in the framework. These objec-
tives will aid in distinguishing which statistical measurements and tests are re-
quired for a proper conclusion to be made. Each asset manager’s analysis will be
completely dependent to the overall decision being made. There are multiple
methods of statistical analysis that can be simple or complex requiring different
levels of mathematical foundation. Understanding the desired method and using
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any available aids, such as excel and JMP software, will decrease the time re-
quired and increase the useful output of the analysis effort.

The final step of this framework is to make the decision. At this point, the user
of the framework has collected the data and analyzed it accordingly. The data has
been specifically gathered to ensure the overall question will be answered in an ef-
fective and efficient manner. However, if the situation presents itself where data is
insufficient, the team should return to Step 2 to re-evaluate what needs to be
measured to accomplish the goal. This is designed to ensure that the data being
collected truly relates to the original objective set forth by the team. If the data is
sufficient and executable, the team shall move to the decision-making.

These steps were created to ensure that data collection is closely monitored and
gathered with a specific purpose. The best-case scenario of this framework is that
the user finishes the steps and comes to a data-validated answer to their specific
question. They have the ability to make a decision and influence positive changes
in their organization. In a worst-case scenario, the user will complete the frame-
work with a better understanding of how to effectively return to the prior steps to
ask a question better suited to the desired results.

4 Conclusion

Modeling a data management framework is an important tool for asset manag-
ers to sift through the large data quantities being collected. The 4-step IEVA
framework provides a method to give realistic goals and objectives for asset man-
agers to utilize while limiting the effects of uncertainty, quantity of data, and cost
factors. The 4-step IEVA framework is the first attempt to address the issues of
big data and utilizing a system to tailor the data for effective analysis. For future
research, this framework can be applied to other asset management decisions re-
garding condition assessments for facilities and utility systems. Regardless of fu-
ture applications, the 4-step IEVA process provides a framework for determining
the amount of data required for asset management decisions.

Disclaimer

The views expressed in this article are those of the authors and do not reflect
the official policy or position of the United States Air Force, the Department of
Defense, or the United States Government.
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