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ABSTRACT

Buildings account for 30% of global energy use and is expected to continue to increase as urban-
ization progresses. Among the various drivers, urban form is known to have a non-negligible effect
on building energy consumption. Past studies have focused on modeling the physical obstructions
and microclimate around the building. However, large-scale modeling is usually computationally
prohibitive. In this paper, we aim to empirically evaluate how urban form affects energy use of
residential and commercial buildings in Santa Clara, CA. We combined a large-scale building
energy dataset with information on building properties and urban environment. We build various
regression models and analyze the non-linearity and interaction effects between variables. Results
show that the relationship between occupancy density and building energy use is non-linear and
the monthly energy use intensity could drop by up to 50%, 18% and 17% for single-family resi-
dential, multi-family residential and commercial buildings respectively if we increase the density
in surrounding areas. These results can assist urban infrastructure planning and policy-making
professionals to make informed decisions regarding land-use and building decarbonization goals.

1 INTRODUCTION
Currently the buildings sector represents 30% of global final energy consumption and 28% of
energy-related CO, emissions worldwide (Agency 2019). With the prospective rapid urbanization,
global urban population is expected to increase from 56.2% in 2020 to 68.4% in 2050 (Nations
2018), resulting in a significant increase of total energy consumption over the globe. Drivers of
building energy use can be categorized as internal (intra-building) and external (inter-building)
factors. Internal factors include active energy consuming activities, including HVAC operation
to satisfy human need for space heating and cooling, daily use of electric appliances, etc. and
passive design of the building including building envelope, interior, materials, etc. (Ourghi et al.
2007; Smith et al. 2010; Sadineni et al. 2011; Chen and Hong 2018). External factors include
climatological conditions such as solar radiation, ambient temperature, relative humidity, etc., and
urban form, which entails surrounding physical characteristics such as floor coverage ratio, heights
of adjacent buildings, street depth, etc. (Ko and Radke 2014; Silva et al. 2017; Li et al. 2018).
These physical characteristics of urban form impact building energy consumption by placing
physical obstructions and interfering with the heat flow. It is of importance to understand the
extent of its impact from the perspective of urban planning and policy-making given the long-term
decarbonization and sustainability goals. Urban form has been defined and characterized in different
ways, for example, urban morphology, urban configuration, urban texture, urban structure, etc. Past
studies have shown that urban form plays a non-negligible role in building energy consumption
(Kriiger et al. 2010; Pisello et al. 2012; Han et al. 2017; Strgmann-Andersen and Sattrup 2011)



by posing physical obstruction and altering the microclimate around the building including airflow
patterns, wind speed, solar radiation and convection, etc. (Ko and Radke 2014; Silva et al. 2017;
Li et al. 2018; Cheng et al. 2006; Steemers 2003; Van Esch et al. 2012; Tereci et al. 2013; Asfour
and Alshawaf 2015; Deng et al. 2016; Chen et al. 2017; Salvati et al. 2019).

Pisello et al. quantified the inter-building effect on building energy consumption by simulating
the energy performance of a network of 20 single-family homes compared to a single building
in Energy Plus (Pisello et al. 2012). Results demonstrate that depending on the climatological
contexts and season, inter-building effect could substantially affect the accuracy of energy demand
prediction (up to 42% in summer and up to 22% in winter) for space heating and cooling. Han et
al. disaggregated and quantified the inter-building effect in terms of mutual shading and mutual
reflection on building energy consumption and conducted case studies for a hypothetical network of
acommercial building and two calibrated residential buildings in Italy (Han et al. 2017). They found
that shading has a relatively larger individual impact compared to reflection within the building’s
microenvironment. Strgmann-Andersen et al. used dynamic thermal and daylight simulations to
model passive solar gains under different urban canyon scenarios (Strgmann-Andersen and Sattrup
2011). The authors found that geometry of urban canyon, i.e., height/width ratio between adjacent
buildings, has an impact on total energy consumption up to 30% for offices and 19% for housing
compared to unobstructed sites in a north-European setting. Kriiger et al. came to a similar
conclusion by simulating the cooling load of a residential building in Israel that higher building
and narrower street helps lower cooling demand (Kriiger et al. 2010).

In this work, we aim to empirically evaluate the effect of density on typical building energy use
using a large-scale dataset for both residential and commercial buildings in Santa Clara, CA. We
consider the linear and non-linear effects and examine whether high density zoning may lead to
non-linear increase in energy use due to conditions of the urban microclimate, such as heat island
effects. We also examine if interaction effects exist between building floorspace and density.

2 METHODOLOGY

2.1 Description of the Datasets

We receive energy data from our collaborator SVCE. And we combine the dataset with publicly
available data including tax assessor data and census data to enrich the variable space. We use the
energy data as the predicted variable and all other building properties as predictor variables.

Energy Consumption Data. The energy dataset contains monthly energy consumption of 170,224
SVCE customers located in Santa Clara County, CA in 2018.

Tax Assessor Data and Census Data. Tax assessor data and census data are retrieved and simple
calculations are performed to obtain the predictor variables. There are three building use types:
1) single-family residential, 2) multi-family residential, and 3) commercial. Continuous variables
include: building floorspace in sqft, number of parcel units, year built, number of floors, building
coverage ratio, land value, building value, residential and commercial occupancy density (number
of people per km?). Boolean variables include: AC, heat, BEV (battery electric vehicle), PHEV
(plug-in hybrid electric vehicle), solar installation, and storage installation, indicating whether the
customer possesses the respective items or not.



2.2 Complying with Privacy Regulations

Due to privacy regulations preventing raw energy consumption data at the building level being
shared by SVCE for every building in Santa Clara county, we apply a data transformation algorithm
to group the similar customers into clusters of size 20. The building properties and energy
consumption are then averaged across all customers in each cluster. The detailed procedure is
described in (Miotti and Jain 2022). Although the spikes in energy consumption data are smoothed,
the result represents the average energy use for a typical customer of similar building properties.

2.3 Feature Engineering

Monthly energy consumption is divided by building floorspace to yield monthly energy intensity,
which is the predicted variable of interest. Besides the abovementioned building properties, an
additional predictor variable, month, is dummy encoded into 12 indicator variables to fit to the data
so that the effect of each month could be quantified independently.

After examining the distribution of each feature, outliers are removed, and logarithmic transfor-
mation is applied to: 1) floorspace, 2) land value, 3) building value, 4) residential and commercial
density, and 5) monthly energy intensity, in order to bring the feature distribution closer to normal
distribution as well as to be able to better interpret the regression model coeflicients in subsequent
steps. Additionally, the feature domain of log(density) (and optionally log(floorspace)) is cut into
5 equally spaced buckets. And it is further converted as dummy variables by one-hot encoding so
that we are able to test the non-linearity of the effect. At last, interaction effects between floorspace
and density are included.

2.4 Modeling

Monthly data of the three building use types (single-family residential, multi-family residential,
commercial) are separated and fitted to different models respectively. For each dataset, models of
different feature selections are examined and compared based on the root mean squared error on
the testing set (30% of all data). A final model per building use type is selected and presented in
the following sections. Table 1 shows the variables used for the three monthly models.

The Python package Statsmodels (Seabold and Perktold 2021) is used to build the linear
regression models in order to quantify the effects of the various variables that attribute to monthly
energy intensity. Min-max scaling is applied to bring all predictor variables to the same scale from
0 to 1. Using the variables shown in Table 1 as predictors, the predicted variable

log(energy intensity) = const + Z 0;x;
ieU

where 6; is the coefficient for variable x; and U is the full set of variables specified in Table 1.

3 RESULTS AND DISCUSSIONS
Due to space constraints, the fitted coefficients are not shown in this paper. Interpretations of the
coeflicients are provided below.

3.1 Single-Family and Multi-Family Residential Models
For the two residential models where log(floorspace) is modeled as continuous and log(density) is
modeled as dummy variables, deriving from the fitted linear regression model, for a customer that



Table 1. Variables for monthly models. x = variable included. r = reference level excluded.

variable variable type building use type
single-family residential ~ multi-family residential commercial

number of parcel units continuous X X
year built continuous X X X
number of floors continuous X X X
building coverage ratio continuous X X X
log(land value) continuous X X X
log(building value) continuous X X X
AC boolean X X X
heat boolean X
BEV boolean X X X
PHEV boolean X X X
solar boolean X X X
storage boolean X X X
month

January boolean r r r

February boolean X X X

boolean X X X

December boolean X X X
log(floorspace) continuous X X
log(density) residential / commercial continuous

log(density) group O boolean r r

log(density) group 1 boolean X X

boolean X X

log(density) group 4 boolean X X
interaction between floorspace and density

log(floorspace) * log(density) group 0 continuous r r

log(floorspace) * log(density) group 1 continuous X X

continuous X X

log(floorspace) * log(density) group 4 continuous X X

log(floorspace) group 0 * log(density) group 0 boolean r

log(floorspace) group 0 * log(density) group 1 boolean X

boolean X

log(floorspace) group 4 * log(density) group 4 boolean X

log(density) of which falls under group n,

log(energy intensity) = const + Z 0;x; = const + Z 0ix; + (a +yy,) - log(floorspace) + 3,
ieU ieS

where U is the full set of variables specified in Table 1, § is the set of variables excluding
log(floorspace), log(density) group 0...4, and the interaction effects between them, « is the co-
efficient for log(floorspace), §; is the coefficient for log(density) group i, y; is the coefficient for
interaction log(floorspace) * log(density) group i.

If all other variables in S are kept constant,

energy intensily — econst+2ies Oixi+(a+yn)-log(floorspace)+Bn _ C- e(cy+yn)-Zog(ﬂoorspace)+ﬁn

where C = econst+Zi€S Hixi.

Figure 1 shows the energy intensity multiplier e(®*+Yn)-l08(floorspace)+pu a5 3 function of floorspace
for five levels of residential density for single-family and multi-family residential models. Note
that for the single-family residential model, each density level increase corresponds to the actual
density increase by a factor of 4.25, while for the multi-family residential model, each density level
increase means that the density increases by 2.59 times.

In general, energy intensity decreases as floorspace increases. For the largest density levels 3
and 4, the trend is less salient. For small floorspace, different density levels have high variations in
energy intensity. From Figure 1 we can read the optimal level of density for any given floorspace.
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Figure 1. Energy intensity multiplier. (a) Single-family residential: density ranges are level
0 (8-36), level 1 (36-152), level 2 (152-648), level 3 (648-2757), level 4 (2757-11731) people per
km?; (b) Multi-family residential: density ranges are level 0 (100-260), level 1 (260-675), level
2 (675-1748), level 3 (1748-4528), level 4 (4528-11731) people per km?.

Hypothetically, if we increase the density by one level, the percentage change in energy intensity
is shown in Figure 2.
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Figure 2. Energy intensity percentage reduction. (a) Single-family residential: density ranges
are level 0 (8-36), level 1 (36-152), level 2 (152-648), level 3 (648-2757), level 4 (2757-11731)
people per km?; (b) Multi-family residential: density ranges are level 0 (100-260), level 1
(260-675), level 2 (675-1748), level 3 (1748-4528), level 4 (4528-11731) people per km?.

Single-family residential customers living in less dense areas (density level 1) could reduce
energy by up to 50% through a densification process. Considering the energy reduction per capita,
the benefit is even more drastic. As the density level increases from 1 to 2, the actual density
increases by 4.25 times. Energy reduction per capita then becomes 1 — 12.5205070 = 88%. As shown in
Figure 2a, this energy reduction diminishes as floorspace increases. For all other density levels 0,
2 and 3, it is only worth increasing density for very large building floorspace houses.

As shown in Figure 2b, for multi-family residential customers living in areas of density level 1,
it makes sense for all customers to increase density to achieve an energy reduction of about 5% in




average. When floorspace is approximately below e'%> = 36316 sqft, customers of density level

2 and 3 should consider increase density to achieve a non-trivial energy reduction of up to 18%

and 8% respectively. And the corresponding energy reduction per capita is 1 — 15.1589% = 68% and

1- 1£ §Z° = 64Y% respectively.

3.2 Commercial Model

For the commercial model where both log(floorspace) and log(density) are modeled as dummy
variables and their interactions are included, deriving from the fitted linear regression model, for
a customer that log(density) of which falls under group n and log(floorspace) of which falls under
group m,

log(energy intensity) = const + Z 6;x; = const + Z 0;x; + Vimn
ieU ieS

where U is the full set of variables specified in Table 1, S is the set of variables excluding interactions
between log(floorspace) group 0...4 and log(density) group 0...4, y;; is the coeflicient for interaction
log(floorspace) group i * log(density) group j.

Therefore, if all other variables in S are kept constant,

energy intensity = ¢ " Lics 0XitYmn = C . gYmn

where C = econst+2ies Bixi.

Table 2 shows the energy intensity multiplier e”” for different levels of floorspace and density
for the commercial model. The energy intensity multiplier for the reference level log(floorspace)
group O * log(density) group 1 is 1. The emtpy fields indicate that there is no customer falling
into those groups. For the commercial model, each density level increase corresponds to the actual
density increase by a factor of 2.93, and each floorspace level increase corresponds to the actual
floorspace increase by a factor of 3.67.

Table 2. Energy intensity multiplier. Commercial: density ranges are level 0 (42-123),
level 1 (123-361), level 2 (361-1056), level 3 (1056-3090), level 4 (3090-9045) people per km?.
Floorspace ranges are level 0 (330-1210), level 1 (1210-4429), level 2 (4429-16220), level 3
(16220-59397), level 4 (59397-217510) sqft.

log(floorspace)
log(density) | groupO group1 group2 group3 group4
group 0 0.7695  0.7740
group 1 | 1.0000 0.6779  0.7634

group?2 | 0.8286 0.8164 0.7362 0.7118  0.7470
group3 | 09981 0.8601 0.7320 0.7896  0.7819
group4 | 09897 0.8344 0.7177 0.7451 0.7210

If the level of floorspace stays the same, percentage change in energy intensity per density level
increase is shown in Table 3.

From the interaction coefficients we can conclude that the relationship between log(floorspace)
and log(density) is nonlinear. For example, for the lowest floorspace level 0, increasing density
from level 1 to 2 results in a 17% energy reduction which is equivalent to 1 — 51 = 729

2.93
energy decrease per capita, but increasing density from level 2 to 3 would have an adverse effect.




Table 3. Energy intensity percentage reduction. Commercial: density ranges are level 0
(42-123), level 1 (123-361), level 2 (361-1056), level 3 (1056-3090), level 4 (3090-9045) people
per km?2. Floorspace ranges are level 0 (330-1210), level 1 (1210-4429), level 2 (4429-16220),
level 3 (16220-59397), level 4 (59397-217510) sqft.

log(floorspace)
log(density) | groupO group1 group2 group3 group 4
group 0 — 1 11.9% 1.4%
group 1 — 2 17.1% -8.6% 6.8%
group 2 — 3 | -20.5% -5.4% 0.6% -10.9% -4.7%
group 3 — 4 0.8% 3.0% 2.0% 5.6% 7.8%

In general, if the density level is relatively low for the corresponding floorspace level, increasing
density by one level could help reduce energy.

4 CONCLUSIONS AND FUTURE WORK

In this paper, we empirically evaluate the impact of urban form on building energy intensity for
single-family, multi-family residential and commercial buildings in Santa Clara, CA. A large-scale
monthly energy data is combined with the publicly available tax assessor data and census data to
quantify the effect of density.

Linear regression models are built for each building use type. Results show that density
affects building energy intensity nonlinearly and there is synergistic interaction between density
and building floorspace. Increasing density solely while keeping all other variables contant could
result in energy reduction of up to 50%, 18% and 17% for the three building use types respectively.
This could possibly incentivize urban planning professionals and policy-makers to make informed
decisions regarding land-use and density regulations to achieve energy saving and decarbonization
goals.

In terms of future work, one possible avenue is to further explore the relationship between
building energy and density and possibly other building properties on a more granular temporal
scale, for example, on an hourly basis. The proposed method could be applied on an hourly dataset
to deepen our understanding of density on building energy use.
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