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Abstract

In recent years Machine Learning (ML) strategies have proven to be useful to automate
numerous classification and pattern detection tasks in diverse fields thanks to the increase
of computational power in hardware. One of such fields is the Automatic Speech Recog-
nition (ASR), which can use ML architectures to transcribe human speech into readable
text. The Word Error Rate (WER) obtained with ML strategies can become relatively
low while providing quick responses, reaching accuracy levels that approach human tran-
scription accuracy. However, one of the main drawbacks in traditional architectures is the
high demand of transcribed data to obtain a low WER in training. This kind of data is
particularly hard to be achieved due to the high dependency on human processing. Luckily,
a new framework proposed in 2020 (wav2vec2), considerably reduces the need for audio
labelling thanks to the use of a Convolutional Neural Network (CNN) with self-supervised
training on cross-lingual unlabelled audios of multiple languages and the ability to fine-
tune the obtained results with labelled audios of a specific language. Thus, the framework
can obtain results that outperform previous architectures by using much smaller audio
datasets with transcriptions. This paper presents an ASR system based on wav2vec 2.0
that is fine-tuned for Galician, a language which currently only has small audio datasets
available. Such a system is evaluated with a spontaneous speech dataset of approximately
1 hour from the Galicia Parliament, showing a relatively low WER (18.61%).

1 Introduction

An Automatic Speech Recognition (ASR) system is a set of mechanisms based on Machine
Learning (ML) and signal processing employed for transcribing speech audio into text. There are
several cases in which this technology is applied, such as to provide accessibility to multimedia
content (e.g., automatic generation of subtitles or voice-based interfaces), for the transcription
of legal and medical procedures, or to convert speech information into metadata.

Neural networks, and in particular Convolutional Neural Networks (CNNs), are a subset
of ML that rely on training data to learn and to improve their accuracy over time through
iterations. Typically, the models used in ASR require thousands of hours of labelled data for
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the training of the neural network. However, getting thousands of hours of language-specific
transcription is usually very difficult in order to obtain a proper Word Error Rate (WER).

Luckily, a framework for ASR based on self-supervised learning called wav2vec2 was pre-
sented in 2020 [1]. The advantage of such a framework over other CNN-based is that it employs
first a self-supervised training stage with large unlabelled multi-language audios and then per-
forms a much shorter supervised training phase with labelled audios of a specific language.

This is especially useful for low-resource languages like Galician, which only has approxi-
mately 20 hours of speech with transcription available on the most popular repositories [2, 3].
However, thanks to multi-language self-supervised training, it is possible to achieve high levels
of accuracy. Moreover, it is possible to improve WER by applying a Language Model (LM) for
a specific language or by adjusting the decoder for better word detection.

2 Design and Implementation

Figure 1 illustrates the designed ASR system, which consists of a pipeline of processes that
receives raw speech audio and generates a transcription at the output. The pipeline can be
divided into three stages: the first is the audio signal pre-processing; the second is the input of
the resulted signal over the generated ML model; finally, the third is post-processing, in which
the output generated in the previous stage is refined.

Therefore, the first step consists in processing the raw waveform so that it can be presented
as an input to the model. This part applies several signal processing techniques and filters to
suppress noise or unwanted sounds in the signal. Next, the signal is normalized as an input of
the neural network. Finally, in the case of working with large audios, to get a successful audio
processing by the model, it is necessary to chunk the audio input in shorter samples using a
stride value to avoid cutting words. These audio segments are then processed by the trained
Wav2Vec2 model to generate the representation of speech as output. Such a training is divided
in two phases, named in Figure 1 as Pre-train and Fine-tuned phases (further details on how
both stages work can be found in [1]).

The model output is then decoded by using a CTC decoder (Wav2Vec2CTCTokenizer),
which is based on a greedy decoder (it is possible to use other types of algorithms for decoding,
like the beam search [4]). Moreover, on top of the acoustic model, the use of a LM for the desired
language can also reduce WER values. This post-processing task results in the transcription of
the audio together with the probabilities and timestamps of each character/word.

Figure 1: Architecture of the proposed ASR system.
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3 Results

The proposed ASR system was implemented and fine-tuned with a corpus of approximately 20
hours (10 hours from OpenSLR and 10 from Common Voice). The total training process took
approximately 34 hours using a server with 32GB of RAM and a Nvidia Titan A100 with 80GB
of GPU memory. The training ended up with a WER of 7.15%. The dataset was divided into
80% for training and 20% for evaluation, with a final training loss of 0.39% and evaluation
loss of 12.4%. On such a model, a beam decoder with a 100-beam width was applied [4], using
a Galician LM of more than 51.1 M words based on 3-gram [5] with a weight of 0.5 and an
insertion factor of 0.5.

Figure 2 shows the evolution of the training loss, evaluation and WER during the fine-tuned
training process. It can be observed a difference between training and evaluation loss. It is
normal for the training value to be lower, but if the difference is very noticeable, it could mean a
case of over-fitting [6], which is common in training especially in sets with few or unrepresenta-
tive samples. To prevent this problem, datasets are cleaned to avoid mislearning and unwanted
characters with no phonetic equivalent (e.g., quotes, hyphens, slashes) are removed, accents are
also removed from the fine-tuned corpus but considered later in the LM corpus.

Figure 2: Evolution of train loss, evaluation loss and WER over training steps

After training, the final model was validated on a test set of approximately one hour of
audio clips from the Galician Parliament [7]. Such audio was first processed with the Wav2Vec2
model, then with the model plus a beam decoder, and, finally, with the beam decoder and
the LM model, obtaining a WER of 28.67%, 27.42% and 18.61%, respectively. Therefore,
the combination of the WaV2Vec2 model, the beam decoder and the used LM improve WER
roughly a 10% than when using the model alone.

Considering the small size of the fine-tuned corpus (approximately 20 hours) and the fact
that the test corpus is spontaneous speech (not read speech, like the fine-tuned corpus), the
results show 18.61% of WER over the 7.15% achieved on the training stage. These differences
are usual when training and testing on different domains, so, for the test scenario, more data
is required to further improve the results of ASR [8].

4 Conclusions

This article presented an ASR system based on wav2vec2 2.0 and a CNN. The system has
been fine-tuned for Galician and the preliminary results look promising, achieving a relatively
low WER (18.61%). Future work will include increasing the size of the fine-tuned corpus and
adapting training and testing to the same content domain. Moreover, the simultaneous use of
Galician and Spanish in the same transcription is a challenge that will be addressed.
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