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Abstract

The interest in the verification of neural networks has been growing steadily in recent
years and there have been several advancements in theory, algorithms and tools for the
verification of neural networks. Also propelled by VNNCOMP — the annual competition
of tools for the verification of neural networks — the community is making steady progress
to close the gap with practical applications. In this scenario, we believe that researchers
and practitioners should rely on some commonly accepted standard to describe (trained)
networks and their properties, as well as a toolset to visualize and to convert from common
formats to such standard. The purpose of VNN-LIB and CoCoNet is precisely to provide
such standard and toolset, respectively. In this paper we briefly describe the principles and
design choices behind the current version of VNN-LIB standard, and we give an overview
of the current and planned capabilities of CoCoNet.

1 Introduction

Recently, there has been a significant surge of interest in Machine Learning (ML) and Neural
Networks (NNs) in both the research [18, 34, 29] and industrial [35, 22, 16] communities which
has been fueled by the successful application of NNs to several tasks in various domains across
computer science. However, the application of NNs in domains where safety and security are
of paramount importance is still limited due to the lack of formal guarantees on their behavior.
The trustworthiness of NNs has been questioned ever since the discovery of issues known as
adversarial perturbations [10, 28], where minor variations in the inputs of NNs can result in
unforeseeable and undesirable changes in their behavior. As a consequence, the interest in
proving the compliance of NNs with properties of interest has been growing steadily together
with their increasing popularity.

Current state-of-the-art verification tools can handle NNs whose size remains relatively small
when compared to NNs that are popular in practical applications, but noteworthy progress
has been achieved in theory, algorithms, and tools for the verification of NNs as witnessed
by publications spanning across the past decade [23, 24, 17, 26, 30, 31, 4, 2, 13, 14, 37, 33,
32, 36, 6, 21, 9]. More recently, thanks to the International Verification of Neural Networks
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Competition VNNCOMP [5] the community is enjoying an annual update on the state of
affairs in verification of NNs, and more researchers are attracted by the challenge of making
verification viable also for NNs of practical size. However, the lack of a common standard to
describe both (trained) networks and the related properties heavily limits the use of verification
tools across different domains, the reproducibility of results and the sharing of benchmarks
across the community.

To mitigate these issues we propose the VNN-LIB standard [11] for the description of NNs
and related properties and the tool CoCoNet for the visualization and conversion of NNs. A
preliminary version of the VNN-LIB format is already adopted by VNNCOMP, but the lack of
a commonly accepted format and the wide variety of NN designs featured by applications is still
a limiting factor. We wish to create a standard which enables us to collect and organize as many
benchmarks as possible in order to make them available to the organizers of VNNCOMP and
to the research community at large. We recall that similar efforts, like TPTP [27], SATLIB [15],
QBFLIB [19], SMTLIB [3] with their associated competitions, contributed substantially to the
progress of Automated Theorem Proving, Satisfiability for Boolean and Quantified Boolean
logics and Satisfiability Modulo Theory, respectively. We believe that similar results can be
achieved in the field of NN verification, but we must acknowledge that the description of NNs is
less standardized and also more complex to provide than, e.g., Boolean formulas in conjunctive
normal form as provided by the DIMACS standard featured by SATLIB. This is why, in parallel
with the VNN-LIB effort, we decided to develop CoCoNet with three aims: (i) to visualize
NNs persisted in formats that are common in the machine learning community, e.g., ONNX,
TensorFlow, PyTorch, Keras, nnet; (ii) to enable users to add properties to NNs using a
graphical syntax; (iii) finally, to save NNs and associated properties in the VNN-LIB format.
In this way, the developers of NN verification technology could focus in supporting just the
VNN-LIB standard, but researchers and practictioners in other fields who are interested in
verifying their NNs can create inputs for the verification tools without having to know VNN-
LIB in detail.

The rest of the paper is structured as follows. In Section 2 we introduce some basic concepts
and definitions that we will use in the rest of the paper. In Section 3 we describe the VNN-
LIB standard, whereas in Section 4 we present the tool CoCoNet and its current and planned
capabilities. We conclude the paper in Section 5 with some final remarks.

2 Background

Verification of Neural Networks. Inputs and outputs of operators are tensors, i.e., mul-
tidimensional arrays over some domain, usually numerical. If we let D be any such domain, a
k-dimensional tensor on D is denoted as x ∈ Dn1×...×nk . For example, a vector of n real num-
bers is a 1-dimensional tensor x ∈ Rn, whereas a matrix of n × n Booleans is a 2-dimensional
tensor x ∈ Bn×n with B = {0, 1}. A specific element of a tensor can be singled-out via sub-
scripting. Given a k-dimensional tensor x ∈ Dn1×...×nk , the element xi1,...,ik ∈ D is a scalar
corresponding to the indexes i1, . . . , ik. For example, in a vector of real numbers x ∈ Rn, x1

is the first element, x2 the second and so on. In a matrix of Booleans x ∈ Bn×n, x1,1 is the
first element of the first row, x2,1 is the first element of the second and so on. An operator f
is a function on tensors f : Dn1×nh → Dm1×mk where h is the dimension of the input tensor
and k is the dimension of the output tensor. Given a set F = {f1, . . . , fp} of p operators, a
feedforward neural network is a function ν = fp(fp−1(. . . f2(f1(x)) . . .)) obtained through the
composition of the operators in F assuming that the dimensions of their inputs and outputs
are compatible, i.e., if the output of fi is a k-dimensional tensor, then the input of fi+1 is also a
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k-dimensional tensor, for all 1 ≤ i < p. Given a neural network ν : Dn1×nh → Dm1×mk built on
the set of operators {f1, . . . , fp}, let x ∈ Dn1×nh denote the input of ν and y1, . . . , yp denote the
outputs of the operators f1, . . . , fp — therefore yp is also the output y of ν. We assume that,
in general, a property is a first order formula P (x, y1, . . . yp) which should be satisfied given ν.
More formally, given p bounded sets X1, . . . , Xp in I such that Π =

⋃p
i=1 Xi and s bounded

sets Y1, . . . , Ys in O such that Σ =
⋃s

i=1 Yi, we wish to prove that

∀x ∈ Π → ν(x) ∈ Σ. (1)

The definition of the property given in equation (1) consists of a pre-condition x ∈ Π and a
post-condition ν(x) ∈ Σ. The pre-condition encodes the bounds of the input space, i.e., bounds
the variables that are fed to the network, and the post-condition defines the safe zone(s), outside
which the verification task fails.

VNN Competition. In 2020, the first VNNCOMP [5] was organized in order to provide re-
searchers and practitioners with a forum to challenge verification tools on benchmarks obtained
from applications. VNNCOMP allows researchers to compare their tools on many verification
benchmarks and provides a baseline for researchers interested in the field. In these years, the
need to standardize the representation of the benchmarks clearly emerged and a preliminary
version of VNN-LIB has been considered. The last iteration of the competition [20] saw 11
participants and 12 proposed benchmarks. Thanks to the guidelines provided by VNNCOMP
all the benchmarks follow the rules for the preliminary VNN-LIB standard that we describe.
In some cases, we also propose restrictions with respect to the allowed architectures, because we
decided to focus the current version of the standard on feed-forward networks, and to provide
extensions later on.

Open Neural Network Exchange Format. The Open Neural Network Exchange (ONNX)
format [1] is an open-source format for representing machine learning models. It allows devel-
opers to transfer trained models between different learning frameworks with ease, making it
possible to take advantage of the unique features and strengths of each framework. ONNX is
supported by a growing number of companies and organizations. The ONNX format is de-
signed to be flexible and extensible, allowing for the representation of a wide range of learning
models. It supports a variety of neural network architectures, including convolutional neural
networks, recurrent neural networks, and generative adversarial networks. It also supports a
variety of data types and is capable of representing complex operations and data transforma-
tions. One of the main benefits of this format is its ability to facilitate model interoperability.
In theory, by using ONNX, developers can train a deep learning model using one framework
and deploy it using another. This allows developers to take advantage of the unique features of
each framework without having to rewrite their models from scratch.

Satisfiability Modulo Theory Library. The Satisfiability Modulo Theories Library (SMT-
LIB) language [3] is a standard format for expressing logical formulas in Satisfiability Modulo
Theories (SMT). SMT is a a field of automated reasoning whose aim is to determine whether
a logical formula in a particular decidable subclass of first-order logic is satisfiable, and it can
be viewed as an extension of Boolean Satisfiability with, e.g., linear and nonlinear arithmetic,
arrays, strings and combinations thereof. The SMT-LIB language provides a standardized
syntax for expressing logical formulas in a way that SMT solvers can understand and process.
The SMT-LIB language defines a set of standard operators and functions for a variety of logical
theories, including arithmetic, bit-vectors, arrays, and sets. It also includes a standardized
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Layer type Layer ONNX node

Linear layers

Add Add
Sub Sub

Matrix Multiplication MatMul
Fully Connected Gemm
Concatenation Concat

Activation layers

Rectified Linear Unit ReLU
Exponential Linear Unit ELU

Continuous differentiable Linear Unit CELU
Leaky Rectified Linear Unit LeakyReLU

Logistic Unit Sigmoid
Hyperbolic Tangent Unit Tanh

SoftMax Unit SoftMax

Convolution layers Convolutional Conv

Pooling layers
Average Pooling AveragePool

Maximum Pooling MaxPool

Normalization layers
Batch Normalization BatchNormalization

Local Response Normalization LRN

Dropout layers Dropout Dropout

Utility layers
Flatten Flatten
Reshape Reshape

Unsqueeze Unsqueeze

Table 1: List of the supported ONNX operators in VNN-LIB, grouped by functionality. This
set of operators is sufficient for most of the available benchmarks for sequential networks.

way of expressing quantifiers and assertions, as well as supporting the definition of user-defined
functions and data types. It is designed to be easy to read and write, and it is supported by a
large number of SMT solvers.

3 VNN-LIB

The purpose of the VNN-LIB [11] standard is to provide an unified format for the description
of NNs for verification. To support the widest range of network architectures and related
properties, the standard builds on the ONNX format to represent the network models, and on
the SMT-LIB language for property specification. In the following, we refer to the aggregate of
the model and property representations as the VNN-LIB format.
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3.1 Network language

As mentioned above, we select the ONNX format to represent the network in the VNN-LIB
format: in particular we selected a subset of the format which allows to represent the majority of
the models considered in VNNCOMP so far. To guarantee the generality of the selected subset
we also tried to include most of the operators needed to represent the networks collected in
the ONNX model zoo1. We believe that the benchmarks of the previous VNNCOMP together
with the model zoo provide a good reference for the VNN-LIB standard as far as generality
is concerned. However, since we also strive to ensure that the semantics of the operators
considered is sufficently well understood as to avoid bringing uncertainties in the verification
processes, we are not currently supporting all the operators.

In Table 1 we show the supported operators, which are enough to model almost every
benchmark provided in the VNNCOMP repositories for sequential networks. As we mentioned
some kinds of networks, e.g., residual and recurrent networks together with their main operators,
are not currently supported by the standard, but they are scheduled to be integrated in future
versions leveraging the support and guidance from the community.

3.2 Property specification

For representing verification properties we rely on the SMT-LIB language which is expressive
enough to define both classical robustness and more complex specifications. Using this language,
we can link the network model by representing inputs and outputs as variables. We can define
both the pre- and post-conditions at once, by defining sets of constraints on the model variables
in order to reproduce the formula in Equation (1). If Σ represents multiple safe zones, it is
possible to define them with a disjunction. In this case, the verification should return True if
and only if all the output conditions are satisfied.

For the sake of clarity, we present an example from an Adaptive Cruise Control (ACC)
application [8]. In this context the NN’s objective is to replicate the function of an ACC similar
to those used in real autonomous cars. The goal of the ACC is to maintain the vehicle at a speed
set by the user and possibly adapt the speed considering other vehicles proceeding in front of
it. The ACC in [8] has one output, i.e., the acceleration a suggested to the ego car, and three
inputs: the speed of the ego car, the relative speed of the exo car and the distance between the
two. In [8] three different network architectures are proposed to experiment with, increasing in
size and complexity: for the sake of brevity, we build here the Net0 example consisting of two
hidden layers of 20 and 10 neurons each with ReLU activation functions, followed by an output
linear layer of dimension 1 without a following activation function. The ACC network acts as
a function ν : I3 → O1 with I = O = R. In this setting we define the property OutBounds, i.e.,
a property which checks that the output acceleration does not exceed the bounds provided by
the real production ACC that the network should learn, given by the following equation:

0 ≤ x0 ≤ 50
−50 ≤ x1 ≤ 50

0 ≤ x2 ≤ 150

−3 ≤ y0 ≤ 1

(2)

where (x0, . . . , x2) ∈ R3 is a sample of the input vector and y0 ∈ R is the corresponding output
y0 = ν((x0, . . . , x2)). This property states that, if the speed of the ego car is less than 50, the

1https://github.com/onnx/models
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relative speed of the exo car is in the range [−50, 50] and the distance is less than 150, then
the suggested acceleration should be limited in the range [−1, 3]. It should be noted that the
name of the variables in the SMT-LIB property must agree with the identifiers in the ONNX
representation of the network of interest for the corresponding input (output) variables. In the
example shown in Equation 2 this means that the identifier of the input tensor of the ONNX
model is x, whereas the identifier of the output tensor is y. Clearly, subscripts pinpoint elements
of the tensor of interest.

While it should be clear from the example how to represent mono-dimensional tensors,
representing multi-dimensional tensors may be slightly more complex. In the current iteration
of the standard two different notations are allowed for multi-dimensional tensors: the matrix
notation and the unrolled notation.

Matrix notation. Let X ∈ I be an n-dimensional tensor in some generic input domain
I = Id1×...×dn . The matrix notation represent a specific element xi1,i2,...,in of the tensor X
as X i1-i2-...-in, where i1, ..., in are the indexes of the element of interest in the dimensions
d1, ..., dn. To better clarify, if we consider the 1-D tensor X ∈ In, the 2-D tensor Y ∈ In×m and
the 3-D tensor Z ∈ In×m×p we will have the following representations:

• X 0, X 1, ..., X i, ..., X n;

• Y 0-0, Y 0-1, ..., Y i-j, ..., Y n-m;

• Z 0-0-0, Z 0-0-1, ..., Z i-j-k, ..., Z n-m-p;

In such representation, Z i-j-k correspond to the element zi,j,k of the tensor Z. It should be noted
that the matrix notation is the recommended one, since it provides a clearer representation of
the variables of the properties.

Unrolled notation. Let X ∈ I be an n-dimensional tensor in some generic input domain
I = Id1×...×dn . The unrolled notation represent a specific element xi1,i2,...,in of the tensor X as
X k where the index k is computed using the row-major order, that is:

k =

n∑
l=1

(

l−1∏
p=1

dp)il (3)

4 CoCoNet

CoCoNet is a graphical tool conceived for aiding researchers in the design, conversion and
property specification for building neural networks verification benchmarks. The graphical
environment allows to select the building layers and arrange them accordingly for creating and
saving a neural network in the ONNX file format, as well as to import a PyTorch file in order
to convert it. It is also possible to define or import VNN-LIB specifications on the input and
the output with dedicated interfaces.

4.1 Software Architecture

In Figure 1 we show the design abstractions of CoCoNet as an UML class diagram. The
purpose of this diagram is not to provide a complete description of the software architecture,
but to describe its fundamental structure.

52



Standardization of Neural Networks Verification Demarchi, Guidotti, Pulina and Tacchella

Figure 1: UML Class Diagram of CoCoNet with the main classes that describe the core
design. Aggregation relationships are depicted with a solid diamond, inheritance relationships
with a blank arrow.

The internal representation of a neural network is provided by pyNeVer [12], which is a
Python API providing also learning and verification capabilities for NNs. Since CoCoNet is
focused only on representation and conversion, here we will not cover the other functionalities
that pyNeVer provides. The model representation is contained in a Project class, which
groups all the functionalities required to manage the design of a network: it is the class that
manages the interaction with pyNeVer and the procedures to open and save a neural network
file, with or without the related properties.

In order to create a graphical interface we leveraged PyQt’s [25] Graphics View framework
which provides a surface for managing and interacting with a large number of custom-made
2D graphical items, and a view widget for visualizing the items, with support for zooming
and rotation. The framework includes an event propagation architecture that allows precise
interaction capabilities for the items on the scene. Graphics View uses a BSP (Binary Space
Partitioning) tree to provide very fast item discovery, and as a result of this, it can visualize
large scenes in real-time, even with millions of items. The framework builds on the interaction
between the Scene class, which is a container of graphical items, and the GraphicsView class,
which observes the Scene and renders a subset of the objects in a viewport. Here we provide
a division between a GraphicsScene and the Scene by using GraphicsScene as a reference
for objects to be created or destroyed as well as to set global parameters like the background
pattern, and the Scene as the container of every object that is used in the application.

Finally, the elements displayed in the scene are concrete instances of the abstract class
Block: in particular, we distinguish the LayerBlock for representing a concrete layer in the
network, the FunctionalBlock for defining the input and the output of the network and the
PropertyBlock for representing the VNN-LIB properties. The Block classes are structured
in a way that allows them to be connected with multiple inputs and outputs such that future
extensions of CoCoNet could easily support other architectures than feed-forward neural
networks like ResNets and recurrent neural networks.

Thanks to pyNeVer it is also possible to directly import a neural network model in the
ONNX or PyTorch format and visualize it in order to add properties or convert it. Leveraging
the design of pyNeVer, which provides a generic interface for the conversion of models from
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(a) The starting window displays the input
and output nodes for defining the input dimen-
sion and the labels.

(b) When layers are added to the network the
output dimension in set automatically and the
input block is locked.

Figure 2: Interface of CoCoNet at launch (left) and after defining two layers (right).

and to its internal representation, anyone can write its own conversion for other file formats in
order to extend the capabilities of the tool and support more benchmarks.

4.2 Demonstration

Now we show how to build from scratch a neural network for the example provided in Section 3.2
for the ACC application [8]. A network created within CoCoNet can be exported in PyTorch
for training, and then re-imported in CoCoNet for exporting it in the VNN-LIB format.

Building the model. In Figure 2 we see side by side the starting screen of CoCoNet,
where the two functional blocks are displayed in order to define the network input and the
corresponding labels, and the definition of the first fully connected layer of 20 neurons, followed
by a ReLU activation, which are by default automatically added sequentially to the network. For
this reason we add each layer and update its parameters before adding another one, including the
input block for specifying the input dimension. The values are updated clicking on the block’s
Save button, while Restore defaults resets the values to the default ones without overwriting.

Defining the property. Once the network is ready, it is possible to define VNN-LIB prop-
erties related to the input and the output. Following the description in [8], we want to bound
the input variables following the OutBounds description: we can use the property selector in
the input block to define a Polyhedral property, i.e., a controlled environment for bounding
variables without needing to write plain SMT as in Generic SMT properties. Figure 3a shows
the interface where the property is defined with the values described in Section 3.2 and Fig-
ure 3b shows the corresponding property block added to the view for editing or deleting the
property.

Loading and saving models. CoCoNet supports direct loading of existing neural networks
in the ONNX and PyTorch file formats and, provided it is defined on the same input and
output identifiers, is able to open and link a property to a network, too. In order to produce
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(a) The property editor allows to bound the
selected variables in a controlled way, restrict-
ing their values.

(b) After defining a property, the correspond-
ing block is displayed attached to the func-
tional block.

Figure 3: Definition of a property in CoCoNet showing the interface for defining a polyhedral
property (left) and the resulting block (right).

a benchmark for VNNCOMP one should be able to import the neural network model in
CoCoNet as well as the property, then it is possible to create two files — a .onnx file for the
model and a .smt2 file for the property — choosing the “Save as...” VNN-LIB entry in the
menu.

Command-line interface. Finally, it is possible to leverage CoCoNet’s capabilities using
the command line with the options -check <<model>> or -convert <<model>>. The two
options allow to check whether a ONNX model is compliant with the VNN-LIB standard and
to convert a PyTorch model to the ONNX format, provided the operators are supported by
the standard.

5 Conclusions

In this paper we presented our contribution to the verification of neural networks community in
terms of VNN-LIB, a standard for the definition of verification benchmarks, and CoCoNet,
a tool for the creation, visualization and conversion of benchmarks to the standard.

The purpose of our contribution is to provide researchers a stable ground for building bench-
marks complying to the principles of VNNCOMP and to allow practitioners to experiment
with a graphical user interface for visualizing neural networks and properties at once. We ex-
pect to integrate the standard with more operators and architectures in the future, and to keep
CoCoNet aligned to such integrations so that it will always be possible to make use of it when
preparing benchmarks, as well as to support more network formats such as Tensorflow, Keras
and nnet. Overall, CoCoNet implements the features that can help contributors to check
whether their models are compliant to the standard, and to convert already trained models in
the PyTorch format to the ONNX format without the need of re-implementing them.

The current version of VNN-LIB and CoCoNet is intended to support basic sequential
architectures, but the SMT-LIB language is already expressive enough to model complex prop-
erties, albeit with no temporal structure. An effort to deal with complex specifications for
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neural networks in the ONNX format is also proposed in [7], where it is described how to
compile VNN-LIB specification starting from a high-level DSL. Our future objectives are to
upgrade the VNN-LIB standard — and likewise CoCoNet — to be able to cope with more
complex architectures such as non-sequential neural networks, i.e., ResNets, and Recurrent
architectures. For the latter, an extension of the basic SMT-LIB language to deal also with
temporal properties could be in order.
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