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Abstract 

 

In this work, we have considered designing secured communication protocols for Chinese 

remainder theorem based structured p2p architecture. Such an architecture has been the choice because 

of the complexity in Inter or Intra group communications are just O(1) [16]. In this work, we have 

considered efficient way to make the already existing communication protocols [16] secured. We have 

extended these protocols further to include anonymity.  We have considered security separately for 

multicasting inside a group and multicasting outside the group. 

 

Index Terms ─ Overlay multicast, Structured P2P network, Chinese Remainder Theorem, 

security, anonymity, cryptographic keys 

I. INTRODUCTION 

Problems associated with the global deployment of multicast-capable routers, lack of support for 
network management, and also the scalability problem caused by the simultaneous presence of large 
number of multicast sessions, are some of the main reasons why the deployment of router-based IP 
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multicast has been slow. Consequently, researches have started considering application level multicast 
as an alternative to IP multicast, because the former one can be deployed fast as it does not depend on 
router infrastructure [1], [2], [3]. Multicast protocols proposed in [4], [5], [6] focus on designing an 
optimized overlay multicast tree per multicast source. They can work well for certain applications, such 
as software distribution. There exist some interesting multicast protocols designed to work in DHT-based 
architectures [7], [8] However, none of these above-mentioned works considers node heterogeneity. In 
addition, their performance degrades sharply as frequency of node (peer) movements in and out of the 
network increases. Note that frequent joining of new peers and leaving of existing peers is known as 
churn. 

Authors in [9],[10], [11] have proposed a unique way of designing non-DHT based P2P network 
architecture. The architecture is an unrestricted ring of nodes (peers) in a sense that a node can be 
anywhere on the ring unlike in DHT-based ring, such as Chord [12]. Each node ni has its successor on 
the ring and also each node randomly selects ci number of other nodes on the ring as its immediate logical 
neighbors; ci is the degree/capacity of node ni. They have proposed a capacity-constrained any source 
overlay multicast protocol which uses the unique idea of transforming a multicast problem to a broadcast 
one and the broadcast of a message is completed using a combination of tree propagation and sequential 
propagation on the ring. During multicasting, a tree structure is created implicitly even though there is 
no explicit multicast tree creation unlike in the classical multicast protocols that use either the source-
based tree approach [13] or the shared tree approach [14]. 

The work [16] has used some of the ideas from [10] in designing efficient any source overlay p2p 
networks with capacity constrained approach. 

 

II. PRELIMINARIES 

 In this section, we start with a brief description of the CRT-based hierarchical structured P2P 
architecture [9]; note that we design our multicast protocols for this architecture. This section ends with 
a summary of our contribution in the present work. This architecture is a two-level structured architecture 
for interest-based peer-to-peer system [9], [11], [15]. We use the following notations along with their 
interpretations while we define the architecture. 

 

Two Level Architecture 

A resource is defined as a tuple ˂Ri, V˃, where Ri denotes the type of a resource and V is the value 
of the resource. A resource can have many values. For example, let Ri denote the resource type ‘songs’ 
and V' denote a particular singer. Thus ˂Ri, V'˃  represents songs (some or all) sung by a particular singer 
V'. In the proposed model for interest-based P2P systems, it is assumed that no two peers with the same 
resource type Ri can have the same tuple; that is, two peers with the same resource type Ri must have 
tuples ˂Ri, V'˃ and ˂Ri, V"˃ such that V' ≠ V". However, this constraint can easily be relaxed [9]. 

     We define the following. Let S be the set of all peers in a peer-to-peer system. Then S = {PRi}, 0 
≤ i ≤ n -1. Here PRi denotes the subset consisting of all peers with the same resource type Ri and no two 
peers in PRi have the same value for Ri and the number of distinct resource types present in the system is 
n. Also, for each subset PRi, Pi is the first peer among the peers in PRi to join the system.  

     At level 1, there is a network of peers such that peers are directly connected (logically) to each 
other. In graph theoretic term, the network at level 1 is a complete graph. Hence, the network diameter 
is 1 overlay hop. The periphery of this network appears as a ring network and hence it is named as transit 
ring network. This network consists of the peers Pi (0 ≤ i ≤ n -1). Therefore, number of peers on the ring 
is n and this number represents the number of distinct resource types present in the P2P system. Each of 
these n peers is termed group-head. The periphery of this network as well as the direct links connecting 
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any two peers in this network can be used for efficient data lookup. In this architecture, each group-head 
has a global resource table (GRT) that has every group-head’s logical as well as IP addresses. 

At level-2, there are n numbers of completely connected networks of peers. Each such network, say 
Ni is formed by the peers of the subset PRi, (0 ≤ i ≤ n -1), such that all peers (ϵ PRi) are directly connected 
(logically) to each other, resulting in the network diameter of 1 overlay hop. Each such Ni also called 
group (in short as Gi) is connected to the transit ring network via the peer Pi, the group-head of Gi. The 
architecture is shown in Fig. 1. 

 

Fig. 1 A two-level structured P2P architecture with r distinct resource types 

 

In any structured P2P system, the mathematical model used to build the architecture defines 
neighborhood relations among peers. The mathematical model is intimately related to the efficiency of 
different data lookup schemes used in a given structured P2P system. 

     We now state a brief sketch of the mathematical model used in this approach to realize the 
architecture [9]. The authors first determine a simultaneous solution (a positive integer) of a given system 
of linear congruencies and then determine some more solutions as needed to form the architecture, which 
are congruent to the simultaneous solution. For this, the authors have used the Chinese Remainder 
Theorem (CRT).  Each such solution will become the logical address of a group head uniquely [9] [16]. 
At the same time, it requires to determine separately the solutions of each linear congruence as needed 
and these solutions will represent the logical addresses of the peers present in a group [11]. The following 
interesting structural facts are revealed. 

Observation 1. Any insertion of a group head Pl always takes place between the current last group head 
Pl-1 and the first group head P0 along the transit ring network. 

Lemma 1. Diameter of the Level-1 network is 1 overlay hop. 

Lemma 2. Diameter of a Level-2 group is 1 overlay hop.  

Theorem 1. Diameter of the hierarchical two-level structured architecture is 3 overlay hops. 

Remark 1. There are infinite number of solutions which are congruent to the one mutually congruent 
solution of any Linear Diophantine Equation (LDE) considered in CRT, hence, size of a cluster at Level-
2 can be made very large (theoretically unlimited), yet the diameter remains 1. 
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Observation 2.  Each group head has two different logical addresses; one from Level-1 assignment and 
one from Level 2 assignment. 

Observation 3.  Different group heads may get identical Level 2 assigned addresses. It will not affect 
any intra-cluster lookup query in a cluster, as this address is local to this group only.  

 

III. OUR CONTRIBUTION 

 We have considered designing secured multicast protocols for both inside a group and for the 

two level architecture. In addition, we have also considered anonymity. We have also designed multicast 

algorithms with both security and anonymity. In section IV we present the secured data lookup 

algorithms. In section V, we have present multicast algorithms with both security and anonymity. 

 

IV. SECURED DATA LOOKUP ALGORITHMS 

 Computer security encompasses confidentiality, integrity, availability, authentication, non-

repudiation etc. To achieve security in P2P networks from the view point of authentication and 

confidentiality, cryptographic algorithms are used. Generally, cryptographic algorithms are classified 

into two types, secret key cryptographic algorithms and public key cryptographic algorithms. Secret 

key cryptographic algorithms are also termed as symmetric key algorithms as the same key is used for 

both encryption and decryption which is shared between all parties involved. On the other hand, public 

key cryptographic algorithms are also known as asymmetric key algorithms. In this type, a pair of keys 

are used, one for encryption and another for decryption. One of the pair is made available to everyone 

known as a public key and the other is kept secret; known as the private key. Message encrypted using 

a public key can only be decrypted by the secret key of the pair. Same way, a message that is encrypted 

using a private key can only be decrypted by the public key of the pair. In this section, secure data 

lookup algorithms [9] both Inter and Intra are presented. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2 Types of Cryptographic functions and their application domains 
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Secure Intra Group Lookup 

We use symmetric cryptography for secure intra group lookup. let us consider that in group Groupi, 

peer Gi,x has a resource <Resi, Vx> and it requests for resource <Resi, Vy>. Let Keyi x denotes the 

common key shared only by a peer Gi,x that belongs to Groupi and the corresponding group-head Hi of 

the same group. To summarize, this common key information is known only to the peer Gi,x and group 

head Hi . So, symmetric encryption takes place with in a group. 

 
 

 

1. Request node Gi,x encrypts the request <Resi, Vy> using the common key Keyi x  and 

unicasts it to the Group head Hi 

// This common key is known only to the requesting node and group head only so other 

nodes will not be able to decrypt it. Hence the symmetric key security 

2. The Encrypted request is decrypted by Group head Hi using the common key  

Keyi x   

3. Hi will broadcast the request <Resi, Vy> in Groupi, 

4. If a node Gi,y has the requested resource <Resi, Vy> 

a. it encrypts the resource with common key Keyi y and unicasts it to the group head 

Hi 

b. The group head Hi uses common key Keyi y and decrypts the response 

c. Hi  now encrypts the message <Resi, Vy> with Keyi x  and sends it to the requesting 

node Gi,x 

d. Gi,x decrypts the message using Keyi x   

else 

search for <Resi, Vy> fails  

 

 
Fig. 3 Intra Group Lookup Algorithm with Security 

 
Secure Inter Group Lookup 

In this secured architectiure, any sort of communication between two peers Gi,x ∈Groupi, and Gj,y ∈ 

Groupj  takes place only through the corresponsing group heads Hi and Hj. Because the communication 

is between two different groups, we use asymmetric encryption, so here comes the concept of Public 

and Private keys.  

 

We use the notations Pubi and Prvi  to denote respectively the public and private keys of group-head Hi 

and let Pubj and Prvj  be the public and private keys of group-head Hj.  Without any loss of generality, 

let a peer Gi,x  ∈ Groupi requests for a resource <Resj,Vy>. Peer Gi,x  is aware of the fact that that Resj ∉ 
Groupi .  
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1. Request node Gi, x encrypts the request <Resj, Vy> using the common key Keyi x  and 

unicasts it to the Group head Hi 

// This common key is known only to the requesting node and group head only so other 

nodes will not be able to decrypt it.  

2. The Encrypted request is decrypted by Group head Hi using the common key  

Keyi x  and finds the Group head address of Hj  along with its public key Pubj from the GRT 

table  

3. Hj  encrypts the message with Pubj and forwards the request across the ring 

4. Each intermediate group-head Hk forwards the request until the request arrives at Hj 

5. Now Hj will decrypt the message using its private key Prvj   

6. if Hj itself possesses <Resj, Vy> 

7.              Hj  encrypts the message with the public key Pubi of Hi and unicasts it to  

 Hi 

8.  else 

9.              Hj broadcasts the request for <Resj, Vy>in group Groupj  

10.                       if  ∃ Gj,y (ϵ Groupj) which possesses <Resj, Vy> 

 

11.                              Gj,y encrypts the request message with Keyjy 

12.                              Hj decrypts the message with Keyjy 

13.                              Hj encrypts the decrypted message with the public key Pubi of Hi and  

                             sends it to Hi 

14.                              Hi decrypts the message with its own private key Prvi 

15.            Hi encrypts the message<Resj,Vy> with Keyix and sends it to the  

    requesting peer Gi, x  

16.                             Gi, x decrypts the received message using the common key Keyix 

17.                        else  

18.                                Hj unicasts ‘search failed message’ to Hi 

19.                        end 

20. End 

 

 
Fig. 4 Inter Group Lookup Algorithm with Security 

 

V. SECURED MULTICAST ALGORITHMS WITH ANONYMITY 

In this section we’ll present secured multicast algorithms both inter group and for the whole 

p2p systems. The basic Multicast algorithms of CRT architecture presented in [16] have 

been enhanced here with security properties.  

 

Secured Multicast Algorithm 1 with Anonymity where capacity ≥ #groupheads 
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1. Source peer Gi,m encrypts multicast_msg using common key Keyi m and unicasts it to the 

group head Hi 

2.  Group head Hi decrypts the received multicast_msg using the common key Keyi m and 

then replaces the ip_address of the Gi,m to its own. 

       Note: GRT is modified in this scenario. Public key of each group head is added along with      

        ip_address. 

3. Hi then gathers ip_addresses of fellow group heads along with their public keys from the 

GRT. 

4. Hi then encrypts the modified multicast_msg with the public key of the respective target 

group head. 

5. Hi then unicasts the encrypted multicast_msg the target group head and repeats the same 

for all other group heads. 

6. Each receiver group head decrypts the received multicast_msg using their respective 

private keys. 

7. If the receiver group head is also a multicast group member,  

a. It makes a copy of the multicast_msg and keeps it for itself. 

b. Replaces the ip_address of Hi to its own, encrypts the message using common 

key Keya,b (where a is the group number and b is the number of group member) 

and unicasts it to members. 

else 

 Replaces the ip_address of Hi to its own, encrypts the message using common    

              key Keya,b  (where a is the group number and b is the number of group member)  

              and unicasts it to members. 

 

Fig. 5 Multicast Algorithm 1 with Security and Anonymity 

 

Example 1:  

Scenario :  csi ≥ nr  

# group heads (nr) = 6 

Capacity of each group 

head (cs
i) = 9 

In this example assume 

that the source peer is 

Gs
4,18  

 

 

 

 

 

 

 

 

   Fig. 6 Multicast Algorithm 1 example with Cryptographic messages 
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Secured Multicast Algorithm 2 with Anonymity where Capacity < # groupheads 

1. Source peer Gi,m encrypts multicast_msg using  common key Keyi m and unicasts it to the 

group head Hi 

2. Group head Hi decrypts the received multicast_msg using the common key Keyi m and then 

replaces the ip_address of the Gi,m to its own. 

for j = 1 to p 

3. Hi then gathers ip_addresses of fellow group heads along with their public keys from the 

GRT. 

4. Hi then encrypts the modified multicast_msg with the public key of the respective target 

group head Puba where a is the number of the group head for each subset. 

5. Hi then unicasts the encrypted multicast_msg to the target group head and repeats the same 

for all other group heads p in j. 

6. Each receiver group head decrypts the received multicast_msg using private key Prva 

where a is the group head number. 

7. If the receiver group head is also a multicast group member,  

a. It makes a copy of the multicast_msg and keeps it for itself. 

b. Replaces the ip_address of Hi to its own, encrypts the message using common 

key Keya,b (where a is the group number and b is the number of group member) 

and unicasts it to members. 

else 

 Replaces the ip_address of Hi to its own, encrypts the message using common 

key   

        Keya,b (where a is the group number and b is the number of group member) and  

        unicasts it to members. 

Fig. 7 Multicast Algorithm 2 with Security and Anonymity 

 

Example 2:  

csi <  nr  (Case1) 

Suppose #group heads (nr) = 13 

Capacity of each group head (cs
i) = 5 

In this example assume that the 

source peer is Gs
7, 18 

So, Set T of 13 number of receiver 

group-heads is partitioned into 3 

disjoint subsets.  

Subset T1 consists of receiver group-

heads H8 to H12, T2 consists of receiver 

group-heads H13, H1 to H4 and subset 

T3 consists of receiver group-heads H5 

and H7  

 

 

 

 

   Fig. 8 Multicast Algorithm 2 example with Cryptographic messages 
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Secured Multicast Algorithm 3 with Anonymity where Capacity < # groupheads 

1. Source peer Gi,m encrypts multicast_msg using  common key Keyi m and unicasts it to the group head Hi 

2. Group head Hi decrypts the received multicast_msg using the common key Keyi m and then replaces the 

ip_address of the Hi,m with its own. 

3. Hi then gathers ip_addresses of fellow group heads along with their public keys from the GRT. 

4. Hi randomly selects groups heads equal to its capacity/degree. 

5. It encrypts the modified multicast_msg with the public key of the selected group head Puba where a is 

the number of the group head and unicasts it. 

6. Hi repeats the same for all other selected group heads based on degree. 

If receiver group head receives the multicast_msg for the first time (unique), 

a. Each receiver group head decrypts the received multicast_msg using private key Prva.

  

              If the receiver group head is also a multicast group member,  

i. It makes a copy of the multicast_msg and keeps it for itself. 

ii. Replaces the ip_address of Hi to its own, encrypts the message using common key 

Keya,b (where a is the group number and b is the number of group member) and 

unicasts it to members. 

  else 

i. Replaces the ip_address of Hi to its own, encrypts the message using common key 

Keya,b (where a is the group number and b is the number of group member) and 

unicasts it to members. 

b. It then replaces the ip_address of Hi to its own; acquires ip_address and public key of successor 

group head; encrypts the modified message using the acquired public key Pubs where s is the 

successor group head and forwards it. 

c. Message propagation continues similarly in the 1st level ring. 

else 

 Receiver group head drops the message. 

 

Fig. 9 Multicast Algorithm 3 with Security and Anonymity 

 

Example 3:  

csi <  nr  (Case2) 

Suppose #group heads (nr) = 8 

Capacity of each group head 

(cs
i) = 3 

In this example assume that the 

source peer is Gs
2, 23 

In Fig 10, H2 selects any 3 

group heads in random (say H4, 

H6, H7)  
 

 

 

 

 

   Fig. 10 Multicast Algorithm 3 example with Cryptographic messages 
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VI. CONCLUSION 

In this paper, CRT based structured P2P architecture [9], [16] has been considered. We have designed 

secured data lookup protocols and secured multicast algorithms both inter and intra. In addition, we 

also considered the anonymity in case of multicasting. 
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